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New Method for Optimization of Hierarchical Control
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(Department of Automatic Control, Shanghai Jiaotong University « Shanghai, 200030, PRC)

Abstract; This paper presents a new method of hierarchical control for large-scale linear systems via
the shifted Chebyshev series (SCS). The main idea is that convert the differential equations to algebraic
solutions. The algorithm is simple in form and computafionany‘ advantageous. An example is givén to
demonstrate they applicability of the proposed method. :
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1 Introduction

The polynomial series analysis of linear systems has been developed ‘well recently by many
authorst*?). For a class of large—scale interconnected systems, one analysed the interaction pre-
diction approach with quadfatic performance via polynomial series approximationt®~%l, According
to these method, the series approach is only emplyed to solve the two-point boundary value hrob—
lem.

In this paper, we study the algorithm of the’ Goal Goordination Method (GCM)land sug-
‘gest a new method of obtaining an analytic solution for large-scale systems. By using particular
properties of SCS, we will show that for a large-scale systems, each of whose variables is a linear
_combination of SCS, the hierarchical control can be obtained by solving a set of linear algebraic
:~equations. The proposed algorithm can easily be adapted for computer programming. - An numeri-
cal example is given to illustrate the effectiveness of proposed method.
2 Description of Hierarchical Control Problem

The problem is to minimize J where
where ¢; are positive semi-definite and R; are positive definite matrices. Notation = is the numbet

of interconnected subsystems which comprise the overall system, z; is the n;-dimensional state vec-

%

tor of the ith subsystem and »; is the corresponding m;-dimensional control vector. Z n;=N and
. i==1

#

§m¢=M . J in (1) is to be minimized subject to subsystem dynamics

& = A + By + CiZiy i =1,2,+,n &2
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.
where mo= O Ly, 0= 1,2, (3
J=1

Here 2 is the ¢-dimensional input vector which comes in from the other susbsystems. Sucha
problem can be viewed m the integrated or composite sense as a large multi-variable regulator but
with a special structure. In order to utilize this structure to reduce the computer storage, define
the dual function # (1) where

w(A) = min{L{xi,u,2)}, &= 1,2,,n. €))

where {[J(l’i,ﬂ,‘,;ﬁ,z,')} == %E [IE(T?QLQ, + U;‘I‘Hﬂlg) + 2}? (Z; - ZLin])jdt (5) '
‘ im0 ‘ i
where A(2) is the Zqi:q-dimensional vector of Lagrange multipliers.
i=1 .
Then by the theorem of strong Lagrange duality

maxnw(Ai) = minJ, = 1,2,,n. . (6)
2 3

" Thus an alternative way of optimizating J is to maximize =(4) in (6).
Now from eq. (5), for a given A(#), the Lagrangian L is Separable into » independent mini-

mization problems, the ith of which is given by
. 1 (%, ¢ . o ' . 5
minl; == -2— [(x, Qi + ul R;) -+ 20 (zi — E :Linj)]dt . (7)
0 N B L
: 3

subject-to (2) and (3).

This leads to two-level structure shown in Fig. 1 where on the first level, for given A, L;in '
eq. (7) is minimized subject to eq. (2), .(3) and on level 2, the A(?) trajectory is improved us- ’
ing, say, the steepest ascent method, i.e. from iteration j to j—+1. .

A@T = A + o'’ (8)
here />0 is the step length and ¢’ the steepest ascent search direction. At the optimum &’—0.and
the appropriate Lagrange multiplier trajectory is the optimal one. ”
3 Some properties of SCS

The Chebyshev polynomial 7;(%) is defined as [ 7] - ;
7:(%) = cos(icos™z), —1<<z<1 : 9
where the independent variable is defined between — 1 and 1. In order to solve the optimal con-
trol problem of a linear large—scale‘ system, the domain may be transformed into values between 0
and 8, where . ' ' ' o
2= g — /2. - 10
The shifted Chebyshev polynomials are then obtained as follows,

([ To(z) =1,
T (z) =1— 2z/p, ,
Ty(2) = 8(z/B)* — 8(z/p) + 1, an

L TH—I(Z) = (2 — 42/,3)7’»'(2) — T (2).
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Furthermore an arbitrary function, f(z), can be approximated by Chebyshev series; it is
F2) = > (2 = 1 (12)
i=1 :

pere the superscript T' denotes transpose, f is the Chebyshev coefficent vector and 7'(z) is the
W ;

Chebyshev veetor: These two vector are defined as

.

F= [f%fl""’fm—l]T (13)

and
T(2) = [T0(2),T1(2) ,T2(2) s =+, Lo (2) ]'. (14
When m is large enough, it is well known that the approximation error of a finite SCS is less than

finite value which decreases as m increases.

The operational matrix of integration for the shifted Chebyshev series be approximated as

JZT(z)dz = HT(2) | (15)

here H is the operational matrix of ‘integration,

1 1
0 > 0 0 0 0
1 1 :
— 0 = 0 0 0
H=§ 8 8 (16)
1 : 1
L 2m(m — 2) 0 0 0 4(m — 2) 0 |

T()T(2) = [Tie;(z2) + Tij(2)1/2
mportant result can be obtained as follows!]

W= f:.’l’(z)TT(z)dz

(_ l)mv—l — 1 (__ 1)1::—1 =

) 0 _ L
T3 2m—2)(m—3) 2m(m — 2)
0 _ _L 0 (___ 1)m . 1 (__ 1>m+1 — 1
3 2m(m — 2) 2(m+ 1) (m— 1)

T - 0 _L I G DAt U Gl Vi
3 15 nt Dm—1)  2m+2m

(__ l)m . 1 (___ 1)m+1 — 1 (___ 1)m+2 — 1 . i — 1 L
L2mm—2) 2m+ Dm—1  2(m+ m (2m — 1) (2m — 3)
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T . 1 (= )t —1 (=Dt
3 2(m— 2)(m —3) Im(m — 2)

0 . ) (—D*—1 (=D =1
2m—2)(m—4) 2(m—1(m—3)
+“§ _1 0 ! (=Dm—1 (=D =1 |
3 m—3)m—5) 2m—2(m—4)|

(D=1 (=D'=1 (=D =1 ) . X

omn—2) 2m—Dm—3 2m—Dm—14) ]

4 Hierarchical Control via SCS
Now, we propose a new algorithms of hierarchical feedback control for linear systems vig

SCS.

1) Consider the lower level problems. For given 4, L; in eq. (7)‘ is minimized subject to
egs. (2) and (3). The subscript i in (2), (3) and (7) for ith subsystem is omitted for the sakei,
of simplicity, except for some special situations. In order to solve (2) we approx1mate z; (1) ,
u(t) and z(¢) by a finite term of SCS as follows: ' “

2(8) = [@or1s+e s8a—s JT () = XT (@),

w(@®) = [uorttys e yttu—y JT() = UL,

2() = (20521500 22a ST (D) = ZT'(D)
where ¢, u and z are (m;X 1), (m;X1) and (n; X 1) vectors.

In order to find the optimal control variables u(?) via SCS, one first substitutes eqs. (18)~

(20) into eq. (2) and integrates from it to get
XT() — X(O)T () = AXHT (@) + BUHT(®) -+ ZHT (@) (21

where H is the operational matrix of integration defined in eq. (16), and
X(0) = [2(0),0,++,0] (22

where the initial value z(0) is specified.
Since 7(¢) are mutually independent, (21) reduces to
X = AXH + BUH + ZH + X(0) (2
which is a (»;)Xm) matrix algebraic equation.
Equation (23) can also be expressed as
X = (i — HT@ A [HT QB + (U QOZ + X(0)]
=B + C\Z + F, ‘ 24

where I is an (mn; X mn;) identity matrix, (&) denotes the Kronecker product, [, is an (X

identity matrix and

X == i_il“o 93"19 '°ax};~—1]rs U= [ug,u}",“-,u};_i]T, 7 = [ZE,ZT,"'7Z};.-1]T’
X( = [xl(o),OT"”aoT]T’
Bi= (L — R AW QB), @D

¢ = (Lo HTOA) [H ®O), ' @
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| By = Uy — H* @ A)'X0). 27
The expansion of 2'Qr and «*Ru in terms of SCS is as follows [1]:
TP () = X% (DQPpu(DX, (28
W () Ru(@) = U (O RE(DOU. - (29)
:’%here D) and ¢, (1) are (n;Xmn;) and (m;X mm;) matrix defined as
P = (LoD L@ 5o s Ll (D ], ; 30
L) = [Llo() s Ll (1) 5 oo s i1 () . 3D

Let SCS approximation of ACE)
; A() = RO [AT, AT, e JAE T = PR A
The expansion of AT($)z(Z) and AT(8) Lz (2) in term of SCS is as follows:
MWz = FMpaOPR(DZ, ‘ (32)
; O Lz (1) = W, (O 95O LiX. I ¢ 1))
~ Now substituting egs. (28)~(33) into (7)

~

L= ——[xTQTX + U'RO + 2(FW,Z — D WL X) ] (34)
Q = Wm'(lm@Q), . (35)
R=W.Ul.QR), - (36)

Zji = (I ® Lji) 37

Wm' = jlfll’ui(t)%ri(t)dt — W @ 11:59

i = [P = W L

w’q* = Jlf¢vi(l)¢}i(t)dt =W ® [qi’
o't

Wy = J‘j’/’w(t)?/’zj(t)dt =W I,
. [

W has been given in eq. (17).
ng eq. (24), eq. (34) becomes

L =[BT + OZ + FYQWT + CZ + Fo) + URD + 27W, 7
— 2 E}VTWWL,,(B U+ 0Z+FD]. o (38)

hus far, the optxmal problem is reduced to one of finding the vectors U and Z to minimize

‘l given by the second level. From the necessary condition of optimization, one has

L oL
hgrefore, one can obtain
, U = C7 + Fa, ' S
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where ¢y, =— (B + BIQB,)"'BIGC,,

For == B+ BIOB)™'BIQF, — )7 W, L,8,),

i
By = — ((j’faCl)WJCT@BU “
Fop =— (C1QC,) (¢, OF, + AW — ZRJ*TWWZJ.CJ& 4

From (40) and (41), we obtain
U= (Lumi — C2B,) " (CoFs -+ Fy), E (4

= By mi — C3B3) " H{C,Fy, + Fo) - F. (4
Substituting (46) and (47) into (24)

X =B,y — CoBy) N (CoF oy -+ Fyy)

+ CiBy (s — 2282} TH(CoF gy - Fyy) + CiFy 4 F,. (48
2) The task of the second level is to improve A;

i such that the Ulnbal optimum is achieved
A0 (0=<C1<Ce,) trajectory is improved using the equation (8). d; obtain from the equ
(36)

atio

Vir (D ey = 22 = Wz — 2‘1:,-,;\2,-) =6, i=1,21 (49
where Z; and X, are the values of (47), (48), respectively. From the coordination rules for th
second level via SCS, we have

W= i oI ().
The interaction error is normalized from

Error = ZJ (z — \“L,,x,) (zi — EL,-vaj)dt

i=]

~-}](4 ~ Z}L»,X) WulZi — ZL,,A) (50

The overall optimum is achieved when the total system mteractwn error is sufficiently closed t
Zero. ,

The above approach ensures that the subproblems are not singular, thus eliminating one o
the main disadvantages of the standard GCM solution. It is a interesting solutions which we have
given by (46)~ (48). We next illustrate the approach using an example.
5 Numerical anmple

In order to illustrate the proposed method s let us consider the following optimal control prob-
lem

J = ~1~ (xTQx ~+ wTRu)dit

el r—10 1 W’f?- E ]uwxl(m] M5
subject to Leod L1 —slledT Lo g L:ZJLx?(o) Llo_i"

with the initial conditions Q=diag (10, 10) and BR=diag(1, 1). We are now in a position to ex

amine the application of the GCM to this problem. It is desired to find optimal control via SCS
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No. 1

' der 0 do so, let us decompose our system
n or , ‘ .
! two subsystems which are approxunated

,,jj')tO

py SCS for m=15.
' The above formula is programmed on 103k

386. Convergence to optimum within

M PC

f‘éimleraﬂce of 107 %s achieved in 12 second- -

10774 . . I
2 4 6 8 10 12

errer iteration
1 Convergence of error

:: jevel jterations, as shown in Fig. 1. Fig. 2~5

pow the optimal trajectories of 1, &z, uy and Fig.
sl

s respectively.

0.1 0.3 0.5 « 0.7 0.9 ¢

0.1 0.3 0.5 0.7 0.9 0. ! 0.3 0.5 0.7 0.9

Fig. 4 Optimal control u1 Fig. 5 Optimal control uz

Conclusion

“The SCS have been applied in analysing linear large-scale systems. It is attractive to solve
¢ hierarchical control using the SCS appfoximation. The main advantage is that it reduces the
ge-scale systems problem to the solution of algebraic equations for which the calculation is sim-

e and straightforward.
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