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Abstract: A bias-eliminated least-square method for the estimation of parameters in ,

Hammerstein model is developed for the rase when the observed output data are correlated with

an unknown colored noise. The presentred method can obtain asymptotically unbiased estimates

without any a priori knowledge of the noise.
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T Intrsduction

eral,it is difficult to characterize a nonlinear system exactly unless the form of
the nonlinearity is known. A particular form of Hammerstein model suggested by Narendra
and Gallman" has been employed to describe a nonlinear system. It is evident that this
model is of great significance in practical engineering. Up to now,a number of methods .
have been available for estimating the parameters of Hammerstein model™). However, the
performance of these methods in the presence of mesurement noise depend on the model of
the neise. Particalarly in the case of low signal-to-noise ratio(SNR) .the obiained parame-
ter estimartes are usually biased.

Recently,a new kind of bias-eliminated least-square method (BELS) was proposed to
treat the bias problem in the identification of linear systems'*, The distinguishing feature
of this method is that it can obtain consistent estimates even it there is no any a priori
knowiedge on the noise. In this paper the idea of the BELS method is exploited to achieve
asymptotically unbiased estimates of the parameters in a Hammerstein model when an un-
known colored noise presents in the output data. A designed filter of low order is inserted
to the system at the input terminal so that the parameters of the augmented system satisfy
sore known linear constraints, which can be used for extracting the estimation bias from
the least-square (LS) estimates. With the bias being removed,the consistent estimate can
i ained,

“  Unbiased Parameter Estimation for Hammerstein Model

tfer a Hammerstein system depicted in Fig. 1.
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Fig.1 Structure of Hammerstein Model

The nonlinear gain is assumed to be of the polynomial form

z(t) = V() + Vb (@) + - + Vul @), D
The linear system is modeled by
Az Dw () = Blz™Da(@) (2)
where
Az =1+az + = +az ", (3)
"BzTY) =b, bz A e = D7 (4)

and z denotes a unit-delay operator (i.e. 2 () = ut — 1)).
Combining Egs. (1) and (2),the output y(2) is related to u(t) through the following
equation \

’
A Dy@) = B(z"l)z%u’(t) + e(®) (3)

i=1
where
e(t) = A(z"Du(@). 6
Cv@®) is a colored noise with unknown statistics. It is assumed to be uncorrelated with the
input signal «(#). Thus e(¢) is independent of «(z).

The problem under consideration is to estimate the coefficients a,.; and 7V, from the
observed data sequence {u(#),y()}¥. In particular it is desirable to obtain their consistent
estimates.

By normalizing the parameter ¥, such that ¥, = 1, the system (5) can be rewritten in
a signal-regressive form.

(&) =@+ et) ¢p)
with
d == yv@&— Dy = 3G —n)ut) ey oo ult — m),

WE(E) s ore ottt — )y eom st () g oom s uf (2 — m) ], (8
07 = [ay s s@usbos s sbps Vabyyoos s Vabysoee s V,bos e s V.0, 1. (9
The LS estimate of & is
e TIA 77 e
Bis(N) = LNZ‘W} [N%%y(t)} (10)
and its asymptotical property is given by
lim f5(N) = 60 + Rg'R, an

where
N .
i

Ry = Elpe] = lim| x 2a®)
e =1
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= [R:0]" = [V (D) v+, ¥, (1) 50,0, 07",
Eq. (11) shows that if the V,.(;)'s are known then asymptotically consistent estimate of 2
can be obtained. Following the idea of [6],it is necessary to introduce » linear constraintg
for determining the » unkonwn Vl) (¢ = 1,2,.+--,n). We design a stable filter of order
k.
Flz) =1+ fiz7le fix™ (12)
where the zero of ¥(271),A,, are properly chosen to be real numbers such that they satisfy

the condition ,
AFEAN i £ G oand A <1, i= 1,2,k a3

The order £ is taken to be such that
(knl)g(p+1><”</ep(pz+1). (14)
For the convenience of discussion,we further assume that
- LD (15)

It will be seen from the following discussions that this assumption does not affect the final
results. Under such assumption the filter F(z7') has only one zero denoted by A
The filter 7' (27") is connected to the system at the input terminal, The augmented

system thus obtained is expressed by the model

Alz"Dy(@) = B,z Du@) + i?ig,(Z'“’)ﬁ’(t) + €(¢) (16)
where :
Bi(z™") =B + fiz™")
=big bz e b T = 1,2,0e p an
Denote
B = [aysoe vy By g 51.m+1»"'ﬁ»m-"'ﬁmu»]T’ (1)
@g=L[—yG— 1D, — 3@ —n) @) o 7t —m — 1),
ar’ (), ut e —m— p)]h. as

Eq. (16) can be rewritten as
y(@) = g8+ e(). -0
In a similar way,the LS estimate of the parameters of the augmented system (16) can be -

obtained as follows:
N

= r ri Ir ] <
d 1,5(1\’) LI\ZZ@@ :] LN}_J%V(I‘)W @2n
r=1 -
and asymptotical analysis gives
lim G ((N) = 8+ RR. (22)

where

R;; = EB@?’:] = hm [_Né_ﬁorgﬁ;rwiv
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Rge = rRT—’OTT == [7'V5(1)§"'9"y5(71)90w""O] 6 Rl/‘(m’
p@2m + p+3) 3)

m=n -
2

Since A is the zero of F(27').it must be the zero of B,(z~!) which has a multiplicity of /.
Therefore it holds that
b A" A by (AT e by =0,
biooPouci X A by (Pl X v 4 Pl = 0, (23

bi,OP:n——li/{m_l + b1 IP:n 1: 1/1," + e+ b:.m-ﬂP:’:{ =0

where

Jy—k — (24

= (m—n)!"

Introduce the matrix

| 1
L H,
H=|o € R (25)
| "
where
H, =[x, e 2,1 € R (26
{ P Jtie e P NS ’
PR PL At e PAT PLCY e PLoo
= K
S R T R Pl 0 000
[ = 2,3, p. n
Then Eq. (23) can be expressed in a compact form
HE = 0. (28)

Eq. (28) provides p(p + 1)/2 linear constraints for the parameters of the augmented
system which can be used for determining the r,.(i)'s from the f,s(N).

Applying H on both sides of Eq. (22) yields

H lim 6s(N) = HRZ/R;. = HR;}[R],07". (29)
Thus ’
R = QLHRIIQI™'H lim g, (N) (30)
where
QT = EIn’O] 6 R”X"I' (31)

Now the following identification algorithm can be established.

Algorithm 1

1) Design a stable filter F7'(z7!) of suitable order £,where the coefficients of F(z ")
are known and the roots of F(z™!) satisfy the condition Eq. (13).Connect F{z') 1o the
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input terminal to form the augmented system. T~

2) Estimate the parameters of the augmented system by using the Stang
Stang,
method, which gives g

1,00 = (L] E o]
LN t=1 LN t=1 (32}
3) Calculate the correlation vector R, by Eq. (30)
N
(N = I :}Al = .
R (N) = Q[H(N;W,) Ql H iy . o
4) Calculate the estimate :@BEI_S(N) of the parameter 7,
o ~ (1) .
0BELS(N) = HLS(JV) | NfZ@@T R&(N)' (34)
\ t=1 / ~

5) Compute the estimate g s (N) of the original system parameter VECtor § frop,

(N) (see Eq. (17)).

/g BELS
6) Determine the estimate of a;,4,,and ¥, from the estimated Barrs (N (see Eq. (9)).
This algorihtm can also be transformed into the following on-line recursive scheme,
Algorithm 2
1) Design a stable filter #(z™') and connect it to the input terminal to form the augu-

mented system.

2) Set the recursive initial values for (A?LS (0) and P,,properly with ¢ = 0,

3) Calculate the bias-eliminated estimate bm,s () by the following equations :

050 =5,0-D+Paly® —¢ 5,.¢—1D], RNEE
P,=P,_,—P_g[1+@P,_g] '¢P, ., (36)
Re(®) = QLHPQI'H ¢ (1), (37)
0 s () = 8..() — PR.(t). (38)

4) Compute the estimate Byps(2) of the original system parameter vector 6 from
8 4ers (@) (see Eq. (17)).

5) Determine the estimate of 4,6, and 7, from the estimated Ouers (N (see Eq. (9)).

Remark 1 )

By the same procedure as that used in the proof of Theorem 1 in [6].it can be proved
that the parameter estmates ?Bus (N) obtained by the above algorithm is asympfotically
consistent,i. e, ,}1}1}11 Guers (N) =0, w. p. 1. Therefore,it follows from Eq. (17) and (9) that
the estimates obtained by the steps 5 and 6 in the above Algorithm 1 are consistent with
their true values. ‘

Remark 2

Ifn<<p(p + 1)/2,we select the first n rows of the matrix H and form a matrix X'
which also supports the Eq. (28). Therefore,asymptotically unbiased estimate of @ can be



Identification of Nonlinear Systems in the Presence of

. Correlated Noise Using Hammerstein Model 717
ot S
fained by performing the procedure presented by Egs. (28) and (30).
ob Simulation Example
3 Consider 2 Hammerstein model given in [2] where
2@ = u(@) + 0.016254* () — 0. 132954° (£) — 0.00616u' (1), (39
A =1+0. 927! 4+ 0.1527F + 0. 02z7°, (40)
B(c™') = 0.42¢70 — 0. 927 (41)
Table 1 Results of simulation example
are irue SNR=11. 26 SNR=1. 69
meters  value MSLS method BELS method MSLS method BELS method
T 0. 9000 0.9078 & 0.0023  0.9062 £ 0.0027  0.7899 % 0.0087  0.8893 % 0. 0031
as 0.1500 0.1540 £ 0. 0079 0.1486 &+ 0. 0031 0.1265 £ 0. 0069 0.1396 £ 0. 0050
a3 0. 0200 0.0164 + 0.0031  0.0190 £ 00034  0.0119 % 0.0072  0.0188 £ 0.0043
B 0. 4200 0.4277 & 0.0012  0.4163 % 0.0017  0.3997 £ 0.0046 0.4317 & 0. 0026
b2 — 0.9000 — 0.9088 % 0.0019 — 0. 8905 4+ 0.0020 — 1.1053 £ 0. 0055 — 0.9245 £ 0. 0041
ra 0.01625 0.01047 & 0.0048  0.01429 & 0. 0038 0.01914 & 0.0052  0.01598 + 0.0039
i —0.13295 — 0.13370 % 0.0024 — 0.13391 == 0.0016 — 0. 1168 + 0.0061 — 0. 12857 & 0. 0032
ri  —0.00616 — 0.00526 % 0.0019 — 0.00594 & 0. 0017 — 0.00719 + 0.0068 — 0. 00584 % 0. 0040

The colored noise v(#) is simulated by a AR model

- 1
“U(f) — 1 + z_l + O. 412—Z€(t)’ (42)
where e(¢) is zero-mean white noise. To examine the performance of the presented

algorithm under various SNR. the variance of the e(z) is taken to be 0. 09 and 0. 49 respec-
tively.

In this example the fiiter is designed as

F(z)) =1+ 0.527% (43)

We have used the algorithm ten times with the size of sampled data being 450. The
mean values and the standard deviations of the estimated parameters are listed in Table 1.
The results obtained in [2] are also included for comparison. It can be seen from the Table
that the presented algorithr in this paper can achieve a much improved accuracy for the
parameter estimation of Hammerstein model.
4 Conclusion

This paper deals with the problem of unbiased parameter estimation of a Hammerstein
model . The bias in the parameter estimates resulting from the colored mesurement noise 1s
eliminated by introducing some linear constraints of the estimated parameters. The discus-
sion of this paper reveals that in order to get desirable identification results it is an efficient
way to draw much more useful information from the sampled data by utilizing some signal

processing technigues.
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