2 i L 5 LA
CONTROL THEORY AND APPLICATIONS

BB 3IM
1999 4K 6 Ji

Vol.16,No.3
Jun. , 1999
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Abstract: A self-organizing neural-network-based fuzzy system is proposed in this paper. It can partition the input
spaces in a flexible way based on the distribution of the training data. By combining both the nearest neighborhood cluster-
ing scheme and the gradient descent method, the learning speed converges much faster than the original back-propagation
algorithm . Simulation results suggest that the SONNFS has merits of simple structure, fast learning speed, fewer fuzzy logic
rules and relatively high modeling accuracy.
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1 Introduction

A self-organizing neural-network-based fuzzy system
(SONNFS) is proposed in this paper. This connectionist
model is in the form of a feedforward multilayer net-
work . Associated with the SONNEFS is a two-phase hy-
brid leaming algorithm which utilizes a nearest neighbor-
hood clustering scheme!!! for both structure learning and
initial parameters setting and a gradient descent method
for fine tuning the parameters of the SONNFS. Since the
number of the neurons is determined by the nearest
neighborhood clustering scheme instead of given a
priori, it is a selforganizing neural network. It can parti-
tion the input spaces in a flexible way based on the dis-
tribution of the training data, which makes the number of
rules reduced greatly compared to the conventional grid
partitioned neural fuzzy systems without any loss of
modeling accuracy. By combining both the nearest
neighborhood clustering scheme and the gradient descent
method, the learning speed converges much faster than
the original back-propagation learning algorithm. At last,
the SONNEFS is applied to construct a fuzzy model of

Box’s gas furnace and simulation results suggest that the
SONNFS has merits of simple structure, fast learning
speed, fewer fuzzy logic rules and relatively high model-
ing accuracy.
2 General structure of the neural-fuzzy
system
Since an MIMO system can always be separated into a
group of MISO systems, we will only consider an MISO
system here. The fuzzy IF-THEN rules are of the follow-
ing form:
R/ IF «x, is Ajjand -
THEN y is ¢, j = 1,2,", M. (1)
X = [xl xn]T
is the input vector with each x; nommalized to [ - 1,1],
y is the output while A; and G(j = 1,2,,M;i = 1,
2,-*,n) are input and output fuzzy sets, respectively.
The matching degree denoted by &;(X) € [0,1] be-
tween X and the jth rule pattem is measured by

)] 2)

where 4; is the center of the fuzzy set C’ , aj; is the cen-

and x, is Aj,

where M is the total rule number,

D,(X) = exp
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ter of the Gaussion membership function of the fuzzy set
Aj; while o; is the width of the Gaussion membership
function of the fuzzy set A; forany i (i = 1,2,--,n).
The scalar output of the fuzzy system can then be ex-
pressed as

y = ZM]A,@,-(L()/Z 0;(X). (3)

The general structure of the SONNES is shown in Fig.1.
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Fig. 1 General structure of the SONNFS
3 Learning algorithm

In this section, a two-stage hybrid learning algorithm
is presented for the proposed connectionist model. In the
first stage, a nearest neighborhood clustering scheme is
used to perform a structure leaming to determine the
number of rules needed according to the training data.
The radius r of the clusters should be carefully selected
to ensure both the global property and the local property
of the fuzzy system. a; and A; of each rule are also de-
termined in this stage. The width of each membership
function can then be simply determined by the first-near-
est-neighbor algorithm as o; = r/s, where s is an over-
lap parameter which usually satisfies s > 1 to ensure
there is an overlap between two neighbor clusters. The
larger s is, the more overlaps between two neighbor clus-
ters there are.

For conventional neural fuzzy systems, when the num-
ber of input variables increase, the rule number will grow
exponentially. Since the training samples are always fi-
nite, many rules in conventional neural fuzzy systems are
not trained. By introducing the nearest neighborhood
clustering scheme for structure leaming, the SONNFS
can partition the input spaces in a more flexible way
based on the distribution of the training data so that these
unnecessary fuzzy logic rules do not exist anymore,
which makes the number of rules reduced greatly without
any loss of modeling accuracy.

In the second stage, a gradient decent method is em-
ployed for fine tuning the fuzzy logic rules and the mem-
bership functions so that the modeling accuracy of the
SONNES is improved. The goal is to minimize the error

function
E=(y-d) @)

where d is the desired output. With (2), (3) and (4),
we can get the training algorithm for A;, o;,
JE

a_/lj—
A (k) = 9y - d)D;(X), (5a)

d
aj(k +1) = oj(k) = yrfﬁ =

and aj,- :

Ak +1) = A(k) - 7

(k) = 2y - Dy - B S (5 - @),
(sb)

JE
a;i(k +1) = a;(k) - 775;}_ =

ai(k) - 2y - )3 - 1) - ) B (D), (50)
where

50 - o0/ YW, (©

and 7 is a monotonically decreasing scalar learning rate.
It is trivial to say that the closer a point to a solu-
tion, the better is the convergence. Since the near opti-
mal parameters have been found through the nearest
neighborhood clustering scheme, the learning speed will
certainly converge much faster than the original back-
propagation learning algorithm.
4 Simulation results

Here, we will apply the proposed modeling approach
to a well-known problem of modeling a gas furnace sys-
tem introduced by Box and Jenkins'® . In [2],Box gave
296 pairs of data measured from a gas furnace system
with a single input being gas flow rate and a single out-
put being CO, concentration in outlet gas.

We will consider three cases regarding this problem.
In all cases, the mean—square-error(MSE) is used to e-
valuate the modeling performance.Set r = 0.2,s = 2.
The comparison between our results (case 1 and case 2)
and some of those obtained by others is shown in Table
1. Obviously, our fuzzy model is the best among them.
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Table 1 Comparative results for different modeling approaches
Reference Number Number Number MSE
o of Inputs  of Rules value
[3] 2 81 0.320
(4] 3 6 0.190
(5] 2 19 0.469
(6] 2 25 0.328
[7]Case 1 2 31 0.212
[7]Case 2 4 45 0.169
[7]Case 3 2 35 0.197
SONNES Case 1 2 29 0.1371
SONNES Case 2 4 41 0.1285

In case 3, the first 150 data pairs are used to construct
the fuzzy model. The model structure are the same as in
case 1. And then all 296 pairs of data are used to test the
generalizing capability of the fuzzy model in response to
novel situations. The result is shown in Fig.2.
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Fig. 2 Desired (solid line) and model (dashed line)
CO; concentrations (case 3)

5 Conclusion

In this paper a self-organizing neural-network-based
fuzzy system is proposed. It can partition the input spaces

in a flexible way based on the distribution of the training
data which make the number of rules reduced greatly
without any loss of modeling accuracy. A training algo-
rithm combining the nearest neighborhood clustering
scheme and the gradient descent method is also proposed
to build a fuzzy model from numerical data pairs. By
combining the above two methods, the learning speed
converges much faster than the original back-propagation
algorithm. Simulation results suggest that the SONNES
has merits of simple structure, faster learning speed, few-
er fuzzy logic rules and relatively high modeling accuracy .
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