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Abstract: Based on modular network, the widely used Sugeno fuzzy model is pewly re-explained. Accordingly, based on
EM algorithm, a new algorithm EM-SFM for this model is presented, ifs linear convergence is proved, and its convergence rate

is alsp analyzed.
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1 Introduction

Fuzzy Sugeno model is a well-known one, and it can
express a highly nonlinear functional relation using a
small number of fuzzy rules. Because conventional
mathematical odels may fail to give satisfactory results

in describing the behavior of many complex ponlinear -

systems, the potential applications of fuzzy Sugeno
madel are wide. Many sucessful applications proved this
viewpaint,

Prof. J. Buckly*! proved fuzzy Sugeno model is a u-
niversal approximator. In practice, there exists a diffi-
culty in building such a model. ‘The parameter estimation
of this model is a complex multiparameter optimization
problem. For example, consider a model consisting of L
rules with r input variables. There are L* (7 + 1) pa-
rameters to be estimated. Although some existing tech-

niques such as the recursive least square method and the

_ stochastic gradient search algorithm can be used to im-

plement the parameter estimation, these techniques tend
to be computationally complex and time-consuming
when applied to the problem at hand.

Recently, Dr. L. Wang and R. Langri®+*! presemed
a new method in which EM algorithm is applied to
Sugeno model. However, they did not show whether
and how the presented algorithm can theoretically con-
verge.

In order to overcome this difficulty, we present a
novel approach. Firstly, we explain fuzzy Sugeno model
as a special modular network. Accondingly, we apply
new EM algorithm to the special modular network. We
will give important linear convergence resulis for new
EM algorithm to fuzzy Sugeno model.
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The modular network!® is a connectionist architecture
that learns to partition a global task into several simpler
subtasks and allocates distinct networks to learn each
subtask. The modular network offers several advantages
over a single neural network in temms of learning speed,
generalization capabilities, representation capabilities and
their ability to satisfy contraints irnposed by hardware
limitations.

In this paper, we will point out that modular network
has an inherent similar relation with fuzzy Sugeno
model, that is, Sugeno model can be viewed as a spe-
cial modular network. In this manner, we can re-explain
fuzzy Sugeno modet by using modular petowrk. Based
on this asserion, we present a new EM algorithm,
which is used to optimize the parameters of fuzzy
Sugeno model. Further theoretical analysis shows this
new algorithm can linearly converge. This important re-
sult will make the new EM algorithm become a practical
tool, which is used to build Sugeno model.

2 Re-explanation of fuzzy Sugeno model
based on modular network

The Sugeno model consists of the following fuzzy IF-
THEN rules:

Ri: IFx isAj;and ' and x, is A,

THEN y; = bo; + by + = + bz,
where 6y{i = 0,1,*--, p) are real-valued parameters, 7y;
is the local output of the model doe to mle R; and [ =
1,2,---, K.

We should note that the most important characteristic
of the ahove mile is that the consequent of each mile is
described by a linear regression model.

The total output of Sugeno mode] is a crisp value, de-

fined by the weighted average:
£ £
y = 2 hoi/ D0 by, (1)
I=1 i=1
where

hy = ru'ﬂ#(xl)ﬂﬂz,(xZ)‘“F’Jﬂ(xp}-
m (%) = exp{— (x — my)*/(204)),
m = (MItsmzzs‘°’-ﬂl;,1)T,

g = (5“,52;,"',O’P;)T.
Fig.1 shows the basic configuration of a modular net-
work. A modular network often consists of several ex-

pert netwroks and a gating network.

o Expert netwark 1
Py Tl N

%
——~| Expert network X /
J1 Gating network l

Fig. 1 Basic configuration of a modular network
Suppose each expert network of modular network rep-
resents a conclusion part of fuzzy mle of Sugeno model,
i.e., for !th expert network
¥t = by + by + 0+ by,
it can be illustrated by Fig.2.

——17%1+hﬁl+" +h1% I\

N

A

—-{ bou+ Byx + '”’M-"P]

JL hDIZhr - et X by I

fx(xl:xzw""xP}
Fig. 2 _ Fuzzy sugeno model

For such expert network, we associate probabilistic
model that relates input vector x € R? to output ¥ € R.
We denote these probabilistic models as follows:

Plx|x,b),
where b; = (bo;. b1y, by)T. As Dr. Jordan et al
point out, each of these probability densities can be gen-
erally assumed to belong to the expoential family of den-
sities. In this paper, we restrict out analysis to Gaussian
mode! for simplicity .

For Gaussin P(y | x,5;),; is simply the mean.
We also associate a covariance &; with Ith expert pet-
work, yielding the following probabilistic model for ex-
pert L.

Py | x,b;,8) = (28 apl - (y — 1P/ (25)).

(1)

For the gating network of the modular petwork, in

tems of formula (1), we define

h
g[(x-.MI;d'j} = j.'t =
2ok
I=1
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[T expl- (5 - ma)/(2691]

1=l

ST expl- (e - maYr2a) 1

=1 i=1

where ! = 1,2,--, K.

K .
Note ﬂﬁsdeﬁniﬁonmansﬂmtzg; = 1.
t=1

We suppose that training data is generated according
to the following probability model . We assume that for a
given x, a label { is selected with probability P( | x)
= g{x,m;, o). Thus, the total probability of observ-
ing y from x is given by the following finite mixire
density

Plylx) =
K
DIP(LLxIP(y | x,b1,8)) =

t=1

Z)g;(x.mz.ag)P(y | x,b,8). (2)

A training set ¥ = {(x‘?, 5"}, 1 = 1,2, Nl is
assumed to be generated as an independant set based on
the above mixture density. Thus, the total probability of
the training set, for a special set of imput vectors
{0 |X,, is given by the following likelihood func-
tion:

L=P{y", 1 (129X =

> Py 1 x)) = @)
]_:I; zl:gj(x(‘),Mj,Gj)P(y(‘} | I{‘}.bj,a}-).
(4)

We design the leaming algorithm as the maximum
likelihood estimator. In other words, we treat learning
as the problem of finding parameters b, m;, & to maxi-
mize L, or, more conventionally, to maximize the log
likelihood . = In L.

I =InL=

N K

'Z;mzlzg,-(x(‘}.m,,q-)P(y“) | x, b;,8).

Given :he probability model in forrula (3), the ex-
pected valve of the output is given as follows:

y=2lylx]l= ‘Z_}g:(x.m“ur:)n. (5)

We should note that formula (4) is just the same as
formmula (1) . This sufficiently shows fuzzy Sugeno mod-

el is a special case of modular networks. In other words,
we re-explain the fuzzy Sugeno model, based on modu-
Yar network.

We should also note: The special modular network
here for fuzzy Sugeno model is quite different from the
modular network model given by Dr. M. J. Jordan and
Dr. L. Xul*]. By comparing these two models, we will
find that P(y | x,b;)} here is a special case of P{y!
x, 8)5), where g(x,m;,6;) is a nonlinear
extension of g;(x,8¢)*) in which s5;(x, 8,) is a linear
function .

3 Algorithm EM-SFM for training fuzzy
Sugeno model

Based on the modular network in the above section,
this section will give a new EM algorithm for the above
special modular network, i.e., fuzzy Sugeno model.
We first introduce the basic idea of EM algoritiuns.

EM algortihm is a general method to iterative compu-
tation of maximnum likelihood estimates given incomplete
data. It criginates from statics, but also finds successful
applications in many other fields such as mixmre density
estimation, signal processing, neural network. The tenm
incomplete data has two applications: 1) The existence
of two sample spaces ¥ and X represented by the ob-
served data y and the complete data x, respectively;
2} The cne-to-many mapping x — y{ ) for space X to
space ¥. The complete data x can not be observed di-
rectly, but only through the incompiete data y. The use
of EM algorithm can lead to a significant rediction in
computational complexity for estimating the parameters
of the model.

Each iteration of the EM algorithm is composed of
two steps: an expectation ( £} step and a maximization
(M} step - hence the name of the algorithm.

E step: Compute the expected value of the complete
data log likelihood {., given the cbserved data y and the
current model represented by the parameter vector 67! ;

Q(B,g(pl) =
E[L(y 1 8)] = E[ln(y | 6}] =
ElIn[ P(y, yoa | O)dyoa)], (6)

where y,, represents missing or hidden variables, g is
the valoe of the parameter vector at iteration p.
This step yields a deterministic fimction (.
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M step: Maximize the deterministic function { with
respect to & to find the new parameter estimates 67 +1 ;
67+ = arg maxgQ[6,6'”]. (7)
For fuzzy Sugeno model, i.e., the special modular
network, we choose the missing data to be a set of indi-
cator random variables y,, = {£{7,j = 1, K, 1 =

1,---, N} with

1, if ¥ is generated from the jth
iy { model by formula (17);
0, otherwise

£
and EfEtj =
j=1

We assume tha£ﬂ1ed.istn'buﬁon of the complete data is
given as
P(Y’J’mia | 8) =
N £ i
EH[E;(IM.HI;-,G}P(;V | x', by, 8,17,
It is easy to verify that this distribution satisfies formula
(6). Thus, in terms of formula (6),
Q(B18) = Elln Ply,ym | 8)] =

ZN) Zx) WL gr(x ) P(y | X7, 8,,8,)] =

=1 i=1

ZK: h&“(t)]ngt(-t(l):mh‘l) +

1=1

1, for each ¢.

)=

H
-

)=

AP COmP(y ™ | 249, 8y,8) + - +

D)=

RE(HImP(y ™ 1 x by, 8g),

(8)
5&)“,) = P“ I x(t) (t}) _
[g (.r“’,mﬂ”,cf"))P(y | x0 bii) 3?))]

E[g(-l'” m d‘“'))P(y | x(:} b(i) 6“'))]

(9)
where P(1 | x‘", /") denotes the probability that the
pair {x7, ¥’} comes from the Ith probability model.
Note: A{¥ (¢} > 0 for any time.

With function @ , we now pive M step of EM algo-
nthm. In terms of formula (8) and {1'),we have
2Q/%m, =

¥

E MO (xY my,0)/3m ) g (x D my ) =

i hsn(‘)[l - g;(x(‘),m,,u',)][(x(" - m)/e;],

(10)

SR () - g (9, my, o) 1L (x09 -
(1)

aQ/3e; =

m;)"(x - my;)/(aTor )],
Similarly, we also have

Z}hi”(t)(y—

where x' (¥ = (I,xl.'",xp).
3Q/28,

SV (D[ (y - y)2(288) - 1/(28)]. (13)
Let3Q/3b; = 0, vhere b; = b7, i.e.
DRy -

2Q/3b; = W, (12)

y)x'? =0,

i.e.

Ehi*’(:)yx'm Eh D) by (xO)Te ),
'Ihus wcobtamﬂwupdatefmb;
Ehsﬂ(z)yx"”/z REE () (2 9)Tx! (),

(14)

Eii‘l}

SEH)

Let2Q/98; = 0, where &, = we have

) S Ehs*’(:)(y y,)zxzhiﬂm
(15)
Let 3Q/2m; = 0, where m; = m}{**", we have
i A1 ~ g x ,my, o) ]2
m§i+1} = ‘=1N
Z hsﬂ(t)[l - g:(-l'm:fﬂhd':)]
(16)

From formula (11), we know, 70/2e¢, > 0, there-
fore, we can not use the above method to get o** 7.
However, 2Q/7a; > 0 shows that @, is monctonically
mcreasing. Hence, there must exist some positive define
matrix U** such that

ottt = of® 4 UM (3Q/88).  (17)
In practice, U‘*) is defined by user. Generally speak-
ing, it usually takes a value which approximates 0.

In summary, the parameter update algoritm BEM-
SFM (EM algoritm for Sugeno fuzzy model) for the
mode! formula (2), i.e., Sugeno fuzzy model, is giv-
en as follows:

Algorithm EM-SFM

1) E step: Compute the h$¥ (¢) by formula (9).
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2) M step: Compute b§**") by fonmula (14); com-
pute 8+ by fomula (15); compute mfé*? by for-
mula (16); compate of**Y by fomula (17).

4 Theoretical linearly convergence proof

In this section, we will theoretically show that EM-
SFM algorithm can converge linearly. In the meantime,
we will investigate the convergence rate of this algo-
rithm. We begin with a convergence theorem which es-
tabilshes a relationship between EM-SPM algorithm and
gradient ascent .

Theorem 1 For algorithm EM-SFM, the following
formulas hold:
bskol)_bskJ = R{k)(age/abi), where §; = 55”,
854D _ a0 o 5 (a7 s38,), where 8, = 814,
miD i) - T3 /am;), where my = miY,
dhu_,&kl = U“‘)(akfad'x)- where a7 = ci””’,
where R%, ) 78 () o i e. positive definite
malrix .

Proof We know,

I. = Ink =

N X

Z;ln.z;g;(r“’,mjﬂfj)f’(y“} ENNNAR
ﬂ'mefore:wc have

dl./dmy =

2 PG 20, 8,,8)]/

X
Egj(x(')-mjnd'j)f"(y{') | x(')sbjyaj)] X

j=1

(38'1(-1:{')-”31,0'1)1'3”31” =

2”] R () [ g (', my, 0,)/3m, ]/

F=1
gz(x
30Q/9my.

Similarly, we alsc have
al./3b; = 9Q/9by,
21,/98, = 2Q/28,,
3l./3a; = 3Q/3e,.
In temns of formula (14), we have
bikY -

{')’mhﬂ'z) =

N

35 KOO/ 3 M (O =
1=1

£=]

bE*’+ZN] hﬂ”(:}gcr"‘)-i: B () YT Wp i =
=]

bﬁ"’+[i}j‘ls")(1)ﬁ'{‘)/’i} hﬂ")(t)(x’{")'rx'{"-bs")]/

N

A k)(t}(xf{l}}Txr{:) =
20

e

»i¥ 4 [ZN: BP(2)(y - () Tp{Mxr 0],

N A k)(t}(x!(:)}Txr{:)_
20 b

=1

In terms of Sugeno model, we knmow
yﬂ") - (xf{l))TbskJ_
Thus, the above formula becomes

B =59 4 [ AP - #) O

849 e,

1=1

In temms of formula (12}, we furtherly have
bs#-i-l} =

bi¥ & (anab;)sz] AR () (x0T ()

B 4 (3128073 KP() (e YT,

i=1
where b, = b}V.
Comesponding to the state of this theorem, we take

N
R _ 1‘;2 hs”(t}(x'('J)Tx’{‘),
=l

Because A:%' (1) > 0, we must have R‘® > 0.
Similarly, we have
85k+1) =

Zﬂjhs")(t}(y - y;)zsz: ¥ () =

848 + i}hE‘”(t}(y - yg}szN] RV (1) - 810 =

=1

81 + [0 RP(e)y - 3)* -

pel

ZN] hE“(:)aS”J/zN] BH(2) =

3% + [ 20 RIP () (y - y)2/(28140) -

1/(25{¥ )} ]235*’65*’;{”] BB (2) =

3P 4+ izaﬁ*’a&*’xf} P (2)taQras; =

N
85” + {26&”85”;2 hsn(t) }310;"361,

=]
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where §; = 8}*.

Let S8 = izaﬁ”a}”/é R ()}, Obviously,

=1

5% 5 0.

We also have

msh-l)

[

P - g (2 my, ) 12"

-
"

(=

hsﬂ(ﬁ)[l - gz(-l'('),m;,a'l)] =

-

mi? + DR - g2 my,a) ]2/

=

hEk)(t)[l - gi(x(‘}!mhal)] - m}“ =

-

mi® id?ﬂ;!i AP ()1 -
gz(xm,mnﬂ'x)]}a(?fam, =

mi* 4 idfdv’é R{(2)[1 -

=1
gl(x(ﬂrmiscl)]}al:"{amh
where m = mi*.
Let

N
™ = gla/ ) R ()1 - g2, m,0)].

k=1
In terms of the definition of g;{x', m;, a;), we know
g;(x“),m,.m) < 1, therefore, T > 0.

For the case of a;, this theorem cbviously hokds.
This compietes the proof of this theorem.

Theorem 1 is very important, and it implies the fol-
lowing Theorem 2.

Theorem 2 For Sugeno fuzzy model and algorithm
EM-SPM, the search direction of this algorithm has a
positive projection on the gradient ascent search direction
of I, = InL.

This theorem shows EM-SFM algorithm can be
viewed as a modified gradient ascent algorithm for maxi-
mizing. {, = In L. This algorithm searches in an uphill
direction, so if the leaming rate is appropriate, the
search process will converge to a local maximum or a
saddle point of Ln L.

Now, we investigate the convergence problem of EM-
SFM algorithm.

Theorem 3 Suppose the training set is generated by

Sugeno furzy model shown in this paper, and the num-
ber A of elements in the training set is sufficiently laxge.
Assume

A = (81,8T,ml,a])",

B = djag(R(k)’Su)’T{k)’Uu)),

H(A) = 31.(A)/BA3AT.
Assume that on a given domain D, ,

1) Hessian matrix H(A ) is negative definite;

2) A" is a local maximum of {,(A)and A~ € D,.
Then,

1° Letting - M, - m(M > m > 0) be the minimum
and maximum eigenvalues of the negative definite matrix
(B'2)TH(A) B, we have
(A7) -1(AW) g FL(AY)-L(AD],  (18)
| BVHA® _A™ i) r 1¥{2(2,(A")-L(A0))/m]”?,

(19)
wherer = 1- (1 - M/2)m*/ M < 1.

2° For any initial point A, € D,,gplA(*’ = A"
when M < 2.

Proof According to Sugeno fuzzy model, we can
easily verify that H{A) exists and remains continous.
We pow expand the log likelihood in a Taylor
expansion.

I(A) - L(A") =

(A~ A™)(LRA) 14 +

(A-A")TH(A" + 8(A -A"))A-A")I2
with0 < £ < 1. Because

3l./8A 144" =0,
We furtherly have
L(A) - 1.{A™) =
(A-A")H(A" + 8(A -A"))A -A")2.
(20)

From Theorem 1, we know that B is positive definite.
Because H(A) is negative definite. This implies that
B"? exists and ( BY*)TH{ A ) B? is negative definite on
D, . By using the Rayleigh quotient, for any u we have
-Mlul?<uNB)THA)B?u <-ml u >

(21)
Substituting formula (21) into formula (20), we have
L(A) - I(A7) =
(A - A")(BV)(BY)TH(A® +
E(A - A*))BV?B-YH{A - A*)2, (22)
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I(A) - 1(A") =- M| (B"2)(A - A") [I?22.
(23)
Moreover, we have
-m|(B2)A-A")|?* 2
| (A -—A")T[31/9A - 31L/9A 14 a" ] 1=
| B23t,72A || || (B-2)(A-A")].
Thus,
| (B-12)(A -~ A™) | < | BV?31,/3A || /m.
Together with formuta {23), we also have
- | BY221,73A || < 2m*[i.(A) - 1,(A")I/M.
(24)
On the other hand, we have
L(A) - 1{AW) =
(A - AW /3A) 14 4" +
(A—A“‘) )TH(A(”+E'(A —A“‘)))(A—A(”}/Z,
with( < & < 1. In terms of Theorem 1, for algorithm
EM-SFM, we have
AUD A _ B3] /BAY |4 4"
In tenns of the above two fommias, we can derive
IC(A(hl)) N Ic(A“‘)) =
| B'?21./3A || 5.a" +
(B231,/2A 144" )" x (BTH(AW 4
8(A ~ AW))BY(B231./3A 1,.4" )2 2
(1-M72)| BY231,/24 | 4 _a". (25)
Combining formmla (25) and (24), we have
Ic(A(hl)) _ IC(A“‘J) =
—(-1-M22m [ L(A® - LAY /M =
- {1 - M2)2m*/ MM [1.(A0) - i.(A")].
(26)
Letr = - (1 - M/2)2m*/M. Thus, the above formula
become formula (18) by multiplying both sides by — 1.
Furthermore, it is easy to verify that0 < | r | < 1 when
M <2,
In temms of formula (20) and (21),
(AW -1 (A" Yg-m | (BV2) (AW -4") | Y2,
furtherly, by formula (26), we have
~m [ (B2NAP A" ) 22 2 [L(4g)-1.(A )],

i.e.

| B-Y2AW A" ) || 17 1¥2[2(1.(A " )-1.0A0) )/ m]*2.

In addition, becanse B is positive defined, when M <
2and-1 < r<1,wchave£mAm = A" . This theo-

rem is completely proved.

This theorem is very imporiant, and shows that algo-
rithm EM-SFM for Sugeno fuzzy model can converge
linearty and that the convergence rate depends on the dif-
ference between M and m. The smaller the difference,
the faster the convergence. Therefore, algoritm EM-
SFM is a well-defined one for practical applications of
Sugeno fuzzy model.

Example 1 We use fuzzy Sugeno model with EM-
SFM to identify the following nonlinear system:
y(e)y(s - D{y(s) +2.5)

1+ 4(e) + ¥ s - 1)

where activation fonction u(f) = sin%.

We divide the fuzzy subsets of u(¢),y(t),y{¢ - 1)
into {NS,ZO,PB|, where NS,ZO,PB represent Nega-
tive Small, Zero, Positive Big, respectively. Gaussian
membership functions are used, as shown in (1). With
EM-SFM, after 130 iterations the mean variance of all
samples is 0.000279. Fig. 3 shows the curves of the ac-
tal system and the fuzzy system at different initial
states, respectively.

s5r

y(1 +1) = + u(t),

<:.\ .
= 1t . * . * . .

0 20 40 60 80 100
Hsteps
The hollow dots — the actual system
Initial state values are y{ -17=1.5,(0~0.8
The solid dots— the fuzzy system

Initial state values are /(-1y=1.5,3{0}=0.0
Fig.3 Curves of actual systemn and the fuzzy system

5 Conclusion

Sugeno fuzzy model has been increasingly popular and
is being widely used and sucessfully. In this paper, we
have contributed to the theory of combining EM algo-
ritm, modular network and Sugeno fuzzy model. We
have presented the new effective EM-SFM algorithm of
this model and given the proof of the linear convergence
of this algorithm.
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