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A Parameter Learning Method for Stochastic Fuzzy Neural Network *
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Abstract: A stochastic fuzzy logic system and 1ts neural network parameter leaming method are developed for the case of
noise pollution both in input and output signals. The corresponding parameter leamning formulas are also presented. Simuilation
results indicate that the parameter learning method proposed in this paper is evidently superior to the fuzzy logic newral network

methods that do not take noise pollution into consideration.
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1 Introduction

Fuzzy control!!) can simulate brain’ s thinking ability
to describe control systems. The core of fuzzy control is
to set up control mles that are presented by human’ s
language, not by accurate equations. So fuzzy control is
a good way to solve complex control problems that are
difficult to establish mathematics models. Recentdy, pa-
rameter scif-learning and self-toning in fuzzy logic field
have been taken into great consideration, and the neural
network and fuzzy theory have been combined to form
fuzzy-neural network. A parameter learning method of
fuzzy-neural network based on singleton fuzzier and sin-
gleton defuzzier is presented in [2]. A parameter leam-
ing method in which the inputs are nonsingleton fuzzier
is also presented in [3]. The fuzzy logic system which
has nonsingleton fuzzier is systematically studied in [4].
In this paper, a new parameter leamning method for
stochastic fuzzy neural network with nonsingleton fuzzier
and nonsingleton difuzzier is proposed, and simolation
results indicate that the method can accelerate leaming

rate. In practical applications, input and output signals
are often polluted by noises, therefore, the method pre-
sented in this paper are valuable both in theory and in
practice.
2 Stochastic fuzzy logic system

Consider a fuzzy logic system with rulti-inpmt and
single cutput. Assume that the fuzzy system bas M if-
then rules:

R':if x,is F,, and »*-, and x, is F%; then y is G'.

ug(y) = fgg[#pﬁx...xg__.d(x,y) * pq (2)].(1)

In (1), Fiand ¢ denote fuzzy sets based on the sets U,
cR{i=1,",n)and ¥V c R, respectively, where ! =
1,2,°*, M. At the same time, x = (x,, ", %,)T€ U,
X Uyx+x U, = Uand y € V are linguistic variables.
Suppose that the fuzzy set A, is fuzzy input, and M is
the Tule number of fuzzy logic system.

The rules of (1) define a kind of fuzzy relation: #4 x
o+ x Fi — ', whose membership functions of fuzzy
sets based on the input and output spaces U x ¥V are de-
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cidedbyy;llx...xﬁt_.cf(x,y). A, is defined as a fuzzy
set of the input space U/, and R’ presents the combined
fuzzy inference relation of the fuzzy set B' = 4, » R',
which is based on the output space, where we adopt
sup— * as the combined cakulation,

The purpose of fuzzier is to map the accurate point x
= (%1, .x,) € Uinto a fuzzy set A, that is based on
the set I/. Consider the nonsingleton fuzzier, if x° = x,
then,u‘,’(x) = 1; however, as »' is apart from x, the
value of sz4 (»') will decrease from 1 to 0. To analyze
the stochastic fuzzy systern with Gaussian noise, we de-
fine ,u,.,f(::,) and ppf(x,-) as the following Gaussian

functions -
a,j.exp[ - (x,- —mej)z] ) (2)

d’,‘

ap’exp[ (x_m’r)z]. (3)

In (2) and (3), we can assume that a,’ =
1.

,u,;:(z,-)

I

.ﬂﬁ‘f( ;)

landa,-l =

As mentioned above, the membership function
212 (y) of the fuzzy set G based on the output space V is

SEECTLYL L

defined as the following Guassian fimction:
pd(y) = b‘exp[ (y_m!)z]- (4)

And, assume that b = 1

The purpose of the defuzzier is to map the fuzzy set
based on the set V into an accurate point ¥ & V. To
solve the influence of the noise, we define a special
modified center defuzzier, which is showed as follows:

L=

7 Leg (74) /8¢
y = Sy . (5)
;:[##(7,‘)/3"]
where 7,/ is the adjacent value of the central value of
Guassian membership function based cn the fuzzy set
G In (4), pgt(y) is decided ty (1).

For the stochastic fuzzy logic system described by (1)
~(5), we can derive the following theorem that de-
notes the relationship between input and output.

Theorem The stochastic fuzzy logic system that is
composed of the nonsingleton fuzzier, inference rule,
modified center defuzzier and Guassian membership
functions in (1) ~ (5), the mapping relationship be-
tween input and output is as follows:

(6)

(===
o1 87
y = flz) = 5= ; e
¥ Im—mi“ Ximax — %
Z‘:Sl;“p['( !a: )]Hexp[ ( oy ) ‘( o} ”

he Fyil B ] 1 n L 2 L 2
o : e (%57 ) | el =272 (5] |

: mpl + apn; 8} CEV af

X imax

= W. (7}
Proof Using the inference mile, we can cbtain the
following formula from (1)

o = (57 )

' ~mp\? [ xl-m\?

( oF! )‘( oy H

(8)
Suppose that x = (x;, ", x,)" is the input signal of
fuzzy logic system. Evidently, we should adopt the
nput signal «; as the central value m,’ of the Guassian
membership function in (2) . Therefore, (8) can be de-
noted as follows.

SI.GI%H

E=]

pg(74) =

(9)
After some derivations, we can obtain that the max-val-
ve of ' € U, is denoted by the formula (7).
Therefore, (9) can be denoted as follows.

w5 = o - H525)

Lid xl - M 2 -

Eexp[_ {____._WGFJ‘ F{] _ (—x’"‘" ) ] (10)
Substituting (10) into (5), we obtain the mapping rela-
tionship (6), finally.

It shovld be pointed out that, in order to deal with
stochastic Guassian output signal, the membership func-
tion of & in (4) is adopted as Guassian function, but 7,/
should be adopted as the adjacent value of the center of
2 (y) . not as the center value of ug (y).
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Furthermore, from the stochastic fuzzy logic system  back propagation (BP) leaming algorithm is used to train

described by (1) ~ (5), we can further obtain the im-
proved mapping relationship which is shown as follows.
y = flz) =

o521 )
1 3;31[) - 5;‘ =1 N O'?j‘f + 5,2:.—:

(7 ~ mg\ 3y 4= (-’”.—mf{}l
syl (755 Vil 751 |
'y p=1

azﬁl +ai{
(11)
Proof Substitute (7) into (6), after some deriva-

tions, and we obtain the final result (11).

3 Stochastic fuzzy neural network (SFNN)
and its BP learning algorithm for param-
eters

The mapping relationship between input and output of
the stochastic fuzzy logic system (1} ~ (5) is described
by {11). In fact, the calculating process of the f{x) in

{11) can be expressed as a forward network system.

Therefore, (11) can be analyzed as the following
form

[]=

AG

h
-

f=5 (12)
M
A= Dlam, (13)
=1
M
B = >lbg, (14)
i=1
a (xl - me)z
I = L exp[ - G’?r: + fri" ] 1 (15)
- 74 (74 - mz‘)
a = 61!,«:xp - ( Y , (16)

b = 'é.l‘lexp[— (T . (17)
g

a = ?g‘b;. (18)

At the same time, we can also express the calculating
process as a forward network which is shown by Fig.1.
The petwork is a stochastic fuzzy neural network
{ SFNN) with multi-input and single output.

The SFNN mentioned above can use the back propa-
gation ( BP) leaming algorithm to train the parameters of
nevral network .

According to the given input and output data (x,y.),
where £ = [z, s, NE U R andy; € Vo U The

E = 30Ax) - 5. (19)

Fig. 1

Forward network for £ (x)

In order to minimize the emor E, we can tune the fol-
lowing parameters, Suchasig‘,mg',a;,m,{,ap{_andxf.
Suppose that the weight w is the parameter that can be
adjusted, so we can obtain the following rule:

Aw(k) o - SE g (20)
wlk +1) = w(k) + adw(k) + gruwlk - 1),

(21)
where « € {0,1] is the leaming coefficient, and 5 €
{0,1] is the momentum factor. In terms of the index
function X, after some derivations, the partial deriva-
tions of parameters are shown as follows:

dE (7 - b 2(a - mF{)

3mF‘I = (f‘)"d} B * GZFJ_-{\-G'E: *E,
(22}

oK Gy - Pl 2ods, - mp)?

aaF: = (f_ de) B - (02F{ N ai:)z Y Xl
(23)

_ ¢ 2

dE (y; - f) by 261:‘(5‘;' - mF{)

80',: = (f— de} B . (JZF{ N ai:)l <z,
(24)

IE b F-f) (¥ - m

N R PRt Ko I
(25)

£ . (f—yd)% I- (ﬂa;f) 'l(ﬂa;w)]zn

(26}
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o1 S1_ o)y 2
% = U'J’d)% (ygagl f)[z{yS 3;16)) - 1] 7.
(27)
4 Simulations
Consider the Example 3.2 in [2], we simulate it by
the mentioned algorithms. That is a two-order differen-
tial equation presented as follows;
ylk +1) = gly(k).y(k - 1)] + ulk). (28)
In equation (28)
k k-1 2.
gy, y(k - 1] = y(1)+y§2(k) 1[?::1)5]
(29)

and ul k) = sin(2xk/25).
Series-parallel identifier is described by the following
equation ;
k4 1) = flyCk)oy(k - D] + ulk). (30)
Using the method in [2] and our method, respectively,
where

u' (k) = (k) + 0.2 randn,
g (k) = g(k) + 1.0 randn,

] 50 100 150 260
Fig.2 Results from [2Z]

0 50 100 150 200
Fig. 3 Result from this paper

Under the above conditions, we can obtain 200 pairs
of input-cutput data with noise, and then train parame-
ters. Parameters are selected randomiy at the following
Tange:

Fg2(0 ~ 4), mp:(-1.35 ~ 1.35);

mg:{0 ~ 4), 0,:(2 randn);
351(4 ra.ndn), a;:(z randn);

According to the mentioned conditions, we choose the
data randomly to train the stochastic fuzzy neural net-
work, and calculate the output value. The results are
showed by the following figures (the dotted line demon-
strates the simulated output, while the solid line demon-
strates the output data without noise) .

The simulation results indicate, when the input and
output signals are polluted by noise, the parameter learn-
ing algorithms presented above are better than algorithms
presented in [2].

5 Conclusion

The situation where the input and output signals are
polluted by stochastic noises is a common matter in the
applications of fuzzy neural network. In this paper, we
PIopose a new parameter leaming algorithm to overcome
the training error which is often caused by input and out-
put nosie. Simnlation results indicate that the parameter
leamning algorithm of stochastic fuzzy neural network
presented by the authors is more effective and better than
that in [2]. Because the stochastic noise always exists in
practical projects, the theory of stochastic fuzzy neural
network will be more important and wseful in practical
PrOjects.,
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