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Abstract: This paper proposes 4 new controller design approach for trajectory tracking of robot manipulator with vncer-
tainties. The proposed controller is based on the computed torque control srocture, and incorporates a campensator, which is re-
alized by Functional Link Neural Network, and a robustifying rerm. In addition, when neural newtork reconstraction ermor is not
miformly bounded. an adaptive robustifying term is designed. It is shown that all the signals in the closed-loop system are uni-
fotmly ulimately bounded. Compared with other approaches, no joint acceleration measurement and exactly known inertia ma-
trix are required. Both theory and simwlation results show the effectiveness of the proposed controller.
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1 Introduction

Various versions of adaptive computed torque control
have been developed in literature for motion control of
robot manipulators with uncertainties. The interested
reader may refer to Ortega and Spongt!! for overview.
However, all of these control laws have more or less
drawbacks, such as the requirements on measurement of
the joint acceleration or the boundedness of the inverse
of the estimated inertia mairix .

Recendy, there has been an increasing interest in ufi-
lizing peural networks (NN) to construct control algo-
nihms for robot system. Fengm presented a control
scheme that takes advantage of simplicity of the comput-

ed torque methods, and incorpotates a compensating
controller to achieve high tracking performance. The
compensating controller is realized by using a switch-
type structure and an RBF NN. But joint accelerations
are still required to be measurable, and also switch-type
control brings abowut the chattering problem in control
signal. Another computed torque control scheme with a
neuro-compensator was presented in Tan'*). Neverthe-
less, the inertia matrix of robot was assumed exactly
known in the algorithm. As the inertia parameters of
robot manipulators are usually uncertain in most cases,
this assumption has not been justified .

In this paper, a robust adaptive computed torque con-
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trol scheme using NN for robot trajectory tracking is pro-
posed. Our method does not require the robot dynamics
t0 be exactly known. Moreover, compared with the ap-
proaches in literature, no joint acceleration measuremnent
and exactly known inertia matrix are required in it.
Based on the computed torque method, this scheme in-
corporates a functional link neural network (FLNN) as
compensating stnxture, which is trained on-line to iden-
tify the robot modeling error and a robustifying term.
The algorithm can effectively attenuate the uncertainties
of robot dynamics and guarantes the uniformly ultimately
bounded (UUB) stability of tacking emors and NN
weights. In addition, in the case where the NN recon-
struction emor is not uniformly beunded by a constant,
we facilitate the properties of rigid robot dynamics and
design an adaptive robustifying term to eliminate the NN
reconstruction error and uncertainties.

2 Problem formulation

The dynamics of an r-link robot manipulator can be

written as

M(g)g+H(g,¢) +ta=r1, (1)
with ¢ € " the vector of joint displacements, M(q) €
K™ the symmetric positive definite manipulator inertia
matrix, H(q,¢) € R® the vector of centripetal, Coriolis
and gravitaonal torques. External disturbances are de-
noted by r, and the control input torque is r.

If the robot modeling is perfect and there are no exter-
nal disturbances, then acconding to the computed torque
method, the robot controller should be chosen as

T = M(g)(§a- kg - e) + H(g,¢) + 14,

(2)
which leads to the closed loop system expressed as
¢+ ke + ke=0, (3)
where
€= q- Q4
and g4is the desired joint position, k, and &, are constant
design matrices to specify the desired transient perfor-
meance of the closed loop system.

However, the perfect robot model is difficult to obtain
and the external disturbances are always present in prac-
tice. Usually only a nominal model of the robot could be
obtained . It is supposed that the nominal model is denot-
ed by My(g) and Ho(gq,q¢). Based on the nominal

model, the computed torque controller is designed as
T = Mo(q)(ga - ke - ke) + Holq.¢), (4)
then, by substituting (4) into (1), we can obtain the
following closed loop equations
E+k,e+kpe =
M- UAM(qs - ke - ke) + AH - 1], (5)
denoting AM = My - M,AH = Hy - H. It can be
clearly scen that imperfect modeling of the robots will
lead to degradation of the robot tracking performance. In
some cases, the robot system could become unstable.
Let
x = [e e]T,
flz) = M7 [AMy, - ke - ke) + AH - 4],
As nonlinear function of the state variable f{x) ncludes
uncertainties of the robot dynamics, it is unknown a pri-
ori. Our objective is to design a compensating controller
to climinate the uncertainties, so as to to ensure the sys-
tem stability and to improve the robot tracking perfor-
mance. Due to its great approximation ability, PLNN
will be used in this paper to identify the function f(z).
3 Neural network controller design
Figure 1 depicts a functional link neural network
{FLNIN) which can be considered as a 2-layer feedfor-
ward neural network with input pocessing elements. It
has a net output given by
y = WH(p), (6)
where W € REY*™ is the hidden-to-output layer intercon-
nection weights, #{-) € R" is the activation function of
hidden layer, p € R¥, which can be obtained by process-
ing the net input x € K", is the input vector to hidden
layer. Notice that the threshold values # are considered.
They are incorporated into weight matrices W and $(p).
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Fig. | Functivnal link neural network structure

Let S be a compact simply connected set of R*, With
map f: S — R™, define C*(S) the space such that f is
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continuous. A general nonlinear function f(x) €
€™(S) can be approximaied by an FLNN as

Flz) = Welp) +e(x). {7
with ¢ {x) an NN functional reconstruction error vector.

The ability of FLNN 1o approximate continyous func-
tions has been widely studied!*! . If #(-) provides a ba-
sis, then for any fimetion f{x) € C(S) and ey > 0
there exist finite & (the number of basis functions)} and
constant “ideal” weights so that (7) holds with | & ||
< ey. Typical examples for basis $( +) are sigmoid and
radial basis functions. The issue of selecting the number
of basis functions NV for a given § — R" and e, is a top-
ic of current research.

Based on the computed torque method, and using
FLNN 10 design compensator, the new control law is as
follows

r:Mg(q)(#d-k,e—-k},e)+Ho(q,4) "'.?+ Uy

(8)
with / = WT$. W are the current values of the NN
weights as provided by the tuning algorithm. . is a ro-
bustifying term 1o be defined shortly.

This control law leads 1o the closed loop system ex-
pressed in state-space form as
% = Ax + BIW'$ + ) + B(I - M™OW'$ + BMu,.

(9)

0 i 0] -~ o
]’B=[I];W= W - Wihe

~kd Rl

weight estimation ermors .

As ope can see that there is an unknown term B(7 —

M"1)W"$ in (9) because inertia matrix M is usually

unknown. The role of the robustifying term u, is to sup-

press the effect of this signal. The fom of k. is chosen
o be

with 4 =

L el@E
R P IO Y I

(10)
where the matrix P is the unique symmetric positive def-
mnite solution 1o the following Lyapunov equation ATP -+
PA = — ( for a given symmefric, posiive definite @,
and » > 0is a small constant. ¢y, m are defined as fol-
lows respectively

o= 11-M', m= i, (1)
Amnl*) and A, () dencte the minimum eigenvalue
and the maximum eigenvalue of a matrix respectively.

The nom of a matrix is defined as Frobenius norm.
Theorem 1 For the robot system described by (1),
let the desired trajectory ¢4 da.4q be bounded and the
NN functional reconstruction error bonnd be conmstant.
Take the control nput given by (8), (10) and weight
tuning provided by
W= F&<"PB - cFW, (12)
where F is any constant, symmetric, positive definite
matrix and « > 0. Then the tracking error x(¢) and NN
weight estimates W are UUB.
Proof Consider the following Lyapmnov function
candidate
Ve é—xTPx + %u( W EW), (13)
which satisfies
LA P 15 12+ 2l FOI W) < V <

TR PY 21?4 2 FO I W2 (18)
Differentiating (13), we have
V=~ 52"0x + STPB(W™ 4 &) + =" PB(I -

M D)W$ 4 sTPBMu, + (W F-1WT).

(15)
Using (10) and (12), we can further have
V- 5o Orr @)+ x| - | PB Il ews v
(16)

Since
t{#'W) = 0.5[~ {WW) ~ t{W'W) + el WTW)],
there results
Ve—0.510(0) - 1) | 5 [12 - 0.5t W'W) + 3,
{17)

where

5=0.5«x{WW)+0.5|l PB{| %% +vco.  (18)
Let

 J Al Q) ~ 1
i ='m“{ A,,(_,Q(P) ’Am(xF‘l)}'
we can revmite (17) as
V-V +8. (19)
Note that,
v <L v -y, )

from {20) and (14), it can be shown that || x || and
| Wi are UUB.
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Remark Acconding to the above proof process, the
tracking error may be made as small as desired by prop-
erly choosing gain matrices k; , %, decreasing the values
of x and A ( F).

Theorem 1 Assumes that the NN reconstruction er-
ror is uniformly bounded by a known value over the en-
tire system operafional region. With the support of the
approximate theory of multilayer NN, such an error
boundary can be made arbitrarily small, provided that
certain conditions (e. g., sufficiently large number of
neurons, sufficient smoothness of function of approxi-
mated function, etc.) are satisfied. However, in reali-
ty, one can only use a network with a finite number of
neurons and that the nonlinear function being reconstrut-
ed may not be smooth enough. Thus, the approximation
capabilities of the network can be guaranteed only on a
subset of the whole plant state space. In other words,
during the system operation, the reconstruction error is
sometimes bounded by a constant, but at other times its
magnitude may not necessarily be confined by that con-
stant. Therefore the next result is meant to address the
case where the NN reconstruction error is not uniformly
bounded by a constant. In our development, we will fa-
cilitate the properties of rigid robot dynamic model to
formulate the “magnitude” of €, which allows the n-di-
mensional function to be “funneled” into a scalar nonlin-
ear function. From (7}, we have

hell < A=) - W2, (21)

Assume the extemnal disturbance is as follows

< dordillgll +d2llgll +dsll g 12+l ¢ 2,

(22)

withd;, > 0(i=0,1,2,3,4) are constant. Based on
(6],

I #C2)

(A

sn=08+0lsl+8ll?
(23)
where 8;(i = 1,2,3) are the limit parameters of uncer-
tainties of robot dynamics. Thus
lel <+ Nwl-lel. (24)
The control law of the robustifying term . is modified
as
1 1 AT |
m | BTIPx || AT + v
where A = [8; 8 & Il Wl ¢, is the estimate
of A,3 = A - A is the estimation emor; ¥ =

BTPx, {(25)

B =-—

(1 M=l Uall* ¢l There-
fore we have the following result:

Theorem 2 For the robot system described by (1),
let the desired trajectory g, , ¢, . ¢ be bounded. Take the
control input be given by (8), (25) and weight bming

provided by

I w17

W= F¢x"PB - x FW, (26)
the update law of 4 is chosen as
A=r:|2"PBI ¥ - «.TA, (27
where I' is any constant symmetric, positive definite ma-
trix, and ¢ > 0. Then the tracking error x(¢) and NN
weight estimates W, parameter estimates A are UUB.
Proof Define the Lyapunov function candidate
V= %xTPz + %u( WFW) + %ZTP“Z.
(28)
Differentiating (28) and using (26) yields

V<-ga Qe | <TPBI - Nl es-M)WT$] +

TPBM u, + AT A+ i WTW). (29)

Since

e+ (MP-DW) <
g+ NWl N2l +e- |1 = AT
(30)
therefor
Fg—%xTOx+ | xTPB I « ATV +
«TPBM™ly, + ATT 1A, (31)

Substituting (27) into (31), we can proceed the same
proof as Theorem 1. It can be shown that x(¢) and W,
A are UUB.
4 Simulation
In this section, a simulation study is conducted to
demonstrate the performance of our algorithms. A sim-
ple two degrees of freedom manipulator was used in the
simulation. The model for this robot manipulator can be
described as
a) + 2agco8qy a3 + @4C08Q3 [ ]
[ a3 + @4CO8qga ]
[- asgzsing; - r14(41 + Qz)ﬂlmh] Ql]
as¢18ing; 0 g2 '
[asgcqx + aggoos(qy + fh)] _ [n]
asgcos( gy + gi) - Tz
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withe, (i = 1,2,''*,6) the mode} parameters. The ex-
temal disturbance is supposed to be r; = [sin®(mi)
2cos(0.5x1)]. The desired joint trajectory is described
by g4t} = [cost sinz]".

The initial state is x(0) = [0.3 - 0.2 0.1
0.2]. The gains are chosen as k, = 4.0,k = 16.0.
The inputs to hidden layer of FLLNN are given by

p=[1ee" g gl Ng ],
with § = ¢4 — %,¢ — kye. There are 9 hidden neurons
and 2 output neurons. The hidden newron activation
functions are #(z) = 1/(1 + exp{- 2)). The leaming
parameters in the weight tuning law are F =
diag]{20lg.g, & = 0.1,2 = 0.05. The joint tracking
performance is shown in Fig.2 and Fig. 3,
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Fig. 2 Position racking errors of the two joints
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Fig. 3 Velocity tracking errors of the two joints

both tracking emrors go to small value

It has been clearly observed from the above figues
that, the proposed NN compensating controller effective-
ly attenmate the effects of uncertainties of robot dynamnics
and the tracking errors converge to small values, al-
though there exist big modeling errors.

5 Conclusion
We have presented a novel robust NN compensating

control method to the motion control of robot manipula-
tors. The proposed scheme consists of well-known com-
puted torque controller, which is based on the known
nominal robot dynamics model, and NN-based compen-
sating controller, and robustifying term. In addition,
when peural network reconstruction error is not uniform-

Iy bounded, the adaptive robustifying temm is designat-
ed. The weight of NN is trained on-line based on Lya-
punov theory and all the signals in the closed-loop sys-
tem are thus all guaranteed to be UUB. The simulation
results have demonstrated the efficiency of the proposed
scheme.
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