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Abstract: This paper presents an optimal motion planning system for mobile robots operating in unstructured environ-
ments. We have developed a new obstacle representation method named cross-line, a follow boundary repair approach, and a
hybrid evolutionary motion planning algorithm. A group of experiments are conducted that indicate the effectiveness of follow
boundary repair approach and cross-line representation. These results also demonstrate that optimal/near optimal paths can be

generated through combining the follow boundary repair and evolutionary search.
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1 Introduction

A mobile robot accomplishes given complicated tasks
by moving in the real world. Motion planning, that is,
deciding what motions to perform in order to achieve

goal arrangements of physical objects, is one of the most’

important capabilities for a mobile robot. Although it
may seem like a relatively simple job for humans, mo-
tion planning requires sophisticated integration of reason-
ing, perception and navigation. It has been an attractive
research area in recent years.

Evolutionary computation (EC) is the field of re-
search devoted to the study of problem solving via simu-
lated evolution. Evolutionary search differs from other
more traditional search in that it works with a population
of candidate solutions (CSs) . In most evolutionary com-
putations, a population of CSs is randomly generated
and allowed to evolve using a number of sexual and/or
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asexual procreation operators. The offspring of a genera-
tion usuvally replace weaker members of the population in
order to keep the population size constant. EAs have
been successfully applied to a variety of areas such as
design optimization, machine learning, constraint satis-
faction, and constrained optimization, to name a fewl1]
Recently, there has been a growing interest in applying
EAs to the area of motion planning!~6’ .

The mobile robot motion planning problem can be de-
scribed as that given a robot and a description of the en-
vironment, planning a path between the start and the
destination which is collision-free and satisfies certain
optimization criteria. The motion planning can be stated
as follows: given an environment E(R, S,D, O) where
R represents a point robot, S represents the start point
(or current position of R), D represents the destination
point and O represents a set of obstacles, find a collision
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free path from S to D that R can traverse.

This paper will describe a new environment represen-
tation method named cross-line representation, a follow-
ing boundary repair strategy and a hybrid evolutionary
algorithm. Finally the implementation and experiment
results will be presented.

2 Aimy - An autonomous mobile robot

Aimy is an autonomous mobile robot that consists of
three main parts: a central control computer, a motor
system, and a sensor processing system (shown in
Fig.1). The central control computer is an IBM compat-
ible 80386 notebook that is installed on Aimy’ s body.
The communication between the central control computer
and other systems takes place through different asyn-
chronous 1/0 channels. Aimy’s motor system uses a tri-
cycle configuration consisting of three wheels, one at the
front and two at the rear.

Fig. 1 Aimy—An autonomous mobile robot

3 Cross - line environment representation

Maps are necessary to support a mobile robot traveling
in various environments. A map can be a free-space
map, an object-oriented map, a composite-space map, a
rule-based map, etc. In object-oriented maps obstacles
are often represented as vertex graphs. In a vertex graph
G(V, E), V is the set of all vertices of the obstacles in
an environment, and E is the set of all edges connecting
any two vertices in V (i.e. E is the set of boundary
lines of obstacles). Fig. 2 shows examples of triangu-
lar, convex and concave obstacles. In order to support
motion planning in continuous free space, vertex graphs
are widely used to represent the obstacles of an environ-
ment.
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Fig. 2 Boundary line representation of obstacles

To decrease the complexity of calculation one may
further decrease the computation complexity of path
planning by using partial graph methods (PGMs) . Based
on previous work!?] we developed a cross-line method to
represent different obstacles in various environments.

Cross-line representation classifies obstacles into three
categories ; triangular, convex and concave. The details
are described as follows:

Category 1 If an obstacle is triangular it will be
represented by its three boundary lines;

Category 2 If an obstacle is convex it will be rep-
resented as a set of [ 7/2] line segments where T is the
total number of vertices in the obstacle. Each line seg-
ment, I; ,, connects two distinct vertices e(v;,v;).
Where i is the index of one vertex, k is the index of an-
other vertex that equals to (7 + [ 7/2]) where j is the in-
dex of next vertex of i.

Category 3 If an obstacle is concave the obstacle
will be divided into several convex entities without
adding any new vertices. These convex entities are rep-
resented using intersecting line segments as described in
Category 2.

In cross-line representation, each vertex is assigned an
angle value (AV). If the vertex connecting two edges
forms an angle that is greater than 180 degrees the AV
will be zero. If the angle is less than 180 degrees the
AV will be 1. If an obstacle lies on the environment
boundary the AV will be a large number 9999 .

Figure 3 shows the three obstacles that are represented
using the cross-line method. In Fig.3 (a), a triangle is
described by lines e¢(v,,v,),e(v,,v3) and e(v3,v,).
In Fig.3 (b), a convex obstacle with seven vertices is
represented using four cross lines that are e(v;,2,),
e(v2,v5),e(v3,v6) and e(vy,v;). Fig.3 (c) shows
an example representation of a concave obstacle. This
obstacle is divided into three convex entities. Six cross
lines are used. They are e(v;,w3),e(v,,v5),e(v3,
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v7), e(v4,vg),e(vs,v;) and e(vg,vs). The advantage
of cross-line representation is that it reduces the total
number line segments required to represent an obstacle.
Therefore, it reduces the space and time complexity in
discovering feasible paths.

\4]

(a)

Fig.3 Cross-line representation of obstacles

4 Follow boundary repair algorithm

The follow boundary repair algorithm is based on hu-

man behavior. When a human walks on a street and en-
counters an obstacle he/she will quickly decide to tum
either left or right. After tuming, he/she will then fol-
low the obstacle boundary, aim towards the original di-
rection and make a short cut to continue the joumney.
Using this insight, a follow boundary repair heuristic
was developed and used in the implementation of follow
boundary repair.

During motion planning if an obstacle lies along a
straight-line segment of a path between points P and Q,
each line of the obstacle will be checked to see if it is in-
tersected by the path segment P-Q. If a line of the ob-

stacle is intersected with the path segment, follow

boundary repair algorithm will be used to insert a new
via point in the path. The follow boundary repair algo-
rithm is described as follows.

Follow boundary repair algorithm

When P-Q has an intersection with the obstacle:

Case 1 If both end vertices with AV values zero, se-
lect the vertex that is closer to the intersection point.

Case 2 If the robot current standing point (robot po-
sition) is away from the obstacle, choose the vertex that
is near the intersection point; if the vertex has AV
greater than zero, find the closest vertex with an AV
value of zero and select this vertex.

Case 3 If the robot current standing point has AV
zero and direction is undecided, select the nearest vertex
with an AV value of zero, set up direction.

Case 4 If the robot current standing point has an AV
of zero and the direction is set, follow the direction to

pick up the next point.

Repeat this process until the new line segment does
not intersect this obstacle.

Each repair process is preceded by a checking proce-
dure, which indicates whether a line P-Q intersects with
an obstacle. If line P-Q intersects with an obstacle, then
a new node (via point) R is generated. R is a point a-
long an extension of a cross-line. The checking proce-
dure then goes through lines P-R and R-Q. If any of
them intersect with an obstacle, the repair process is re-
peated. Follow boundary repair algorithm is run recur-
sively until there are no infeasible line segments along
the path.

Figure 4 shows an example of how follow boundary
repair repairs a concave obstacle. In Fig.4(a), P-Q line
is intersected by the line [, g and I3 ;. The point Vg is se-
lected based on Case 2. The result is shown in Fig. 4
(b). The new P point is V3. V;3-Q is intersected with
line I; 5, V; is chosen based on Case 3. The result is
shown in Fig.4 (c). V;-Q is intersected with line I, g,
V, is selected based on Case 4. The result is shown in
Fig.4 (d). Connecting V,-Q the final path from P to Q
is shown in Fig.4 (e) thatis P - Vg - V; - V, - Q.
5(0).

1v6(0)
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Fig. 4 Follow boundary repair for a concave obstacle
5 Hybrid evolutionary motion planning
A hybrid evolutionary motion planning algorithm has
been developed that incorporates cross-line representation
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and follow boundary repair algorithm. Specific chromo-
some structures, genetic operators and fitness function
have been designed and implemented. The details will
be discussed in this section.
5.1 The hybrid evolutionary motion planning
algorithm

In the hybrid evolutionary motion planning algorithm
(HEMPA), a chromosome represents a path, consisting
of straight-line segments, as a sequence of via points. A

population consists of a number of (feasible and/or in- -

feasible) paths leading from the start to the destination.
Instead of relying on evolution exclusively, the HEMPA
uses follow boundary repair algorithm to quickly trans-
form infeasible paths into feasible ones. The HEMPA is
described as follows:
begin

set iterate generation counter g = 1

input an environment with obstacles

initialize a group of paths Path (g)

use fitness function to evaluate each individual path in
Path (g)
while ( g < total generation) do

begin

update the iterate generation counter g

select path (s) with low fitess value from Path (g)

produce a group of offspring by applying genetic op-
erators to the selected paths

evaluate each new offspring

replace the worst member (s) of the population
Path (g) by the produced offspring

use follow boundary repair approach to transfer r num-
ber of infeasible paths into feasible ones in Path (g)

evaluate new paths in Path (g)

end

select the best path from Path (g)
end

The HEMPA first reads an environment map that con-
sists of obstacles, the starting location and the destina-
tion. Then an initial population of randomly generated
paths is created. This population represents the first gen-
eration. Each chromosome is then evaluated. Touma-
ment selection is used to select parents for procreation.

With the proper number of parents selected, a number of

offspring are produced by using a set of procreation op-
erators. The offspring replaces the worst individuals in
the population. Follow boundary repair is then used to
repair the r individuals of the current population, where
r is a user specified parameter that ranges from zero to
the user-specified population size. The hybrid evolution-
ary process tcrminates after uscr-specified number of
generations ( iterations) and returns the best path discov-
ered .
5.2 The fitness function
An evaluation function is used fo assign a fitness to
each candidate path (CP) . The fitness of a CP is a mea-
sure of its “goodness” . The evaluation function is as fol-
lows
fitness( P) = a « dis( P) + B - repair(P),
dis(P) = S segdis( P;, P;,, ),

i=0

repair( P) = i(li.j)k x {(m + n).

Total distance of a path is the sum of the Euclidean dis-
tance of each straight-line segment of a CP. For a feasi-
ble path the fitness value equals its total distance, while
for an infeasible path the fitness value equals the sum of
its total distance and the estimated follow boundary re-
pair cost repair ( P). The follow boundary repair cost is
the sum of the products. Each product equals that the
length of intersected obstacle representation line times a
variable m or n. [; ; is the line that connects vertexes v,
and ;. If the sum of AV, and AV; equals zero, n will be
zero; otherwise m will be zero. In the HEMPA the low-
er the fitness value is, the better “fit” the individual.
5.3 The operators

Four evolutionary operators were designed. They are
mutation, crossover, insertion and deletion. The appli-
cation of each operator is probabilistic. Crossover com-
bines two parent paths to create two offspring paths. It is
applied on both feasible and infeasible paths. Mutation is
used for fine tuning node coordinates in a CP for shape
adjustment. It selects intermediate nodes in a path and
changes the coordinates of this node randomly. When
the selected path is feasible the change of the coordinates
should be within the local clearance of the path so that
the path subsequently remains feasible. When the select-


http://www.cqvip.com

No.3

Optimal Motion Planning Using Follow Boundary Repair and Evolutionary Search

367

ed path is infeasible a large random change should be
imposed . Insertion operates on an infeasible path by in-
serting new nodes into infeasible path segments. The
nodes are selected according to follow boundary repair.
Deletion removes nodes from a path. If the path is infea-
sible, nodes for deletion are selected randomly in the
path. Otherwise, the operator decides whether a node
should be deleted based on the following ordered priori-
ty. 1) Line segments connected to the node are both in-
feasible. 2) One line segment connected to the node is
infeasible. 3) If the selected infeasible path does not
meet these conditions, the operation is aborted
6 Experiments and results

The hybrid motion planning simulation system
(HMPSS) has been implemented that consists of an in-
teractive graphic user interface (GUI), environment,
path data files and algorithms. The cross-line representa-
tion, follow boundary repair and hybrid evolutionary
motion planning algorithm have been successfully simu-
lated using HMPSS. A set of experiments has been con-
ducted using a number of test environments with a vari-
ety of parameter settings. The results show that the mo-
tion plans evolved by the HMPSS allowed a mobile robot
to reach the destination 100% of the time.

The HEMPA was run ten times on each of the test en-

vironments. A run was considered successful if the mo-
bile robot reached the goal. In each test S represents the
start point, G is the destination position. All obstacles
are represented using cross-line representation. The test
results are shown in Figs. 5~ 7. These figures display a
group of snapshots of path evolution at different genera-
tions. For each snapshot only the ten best paths are dis-
played. For all tests the mutation, crossover, insertion
and deletion operator usage rates were set to 0.25. The
fraction of population to be replaced is 10 percent. Dif-
ferent complexities of the environment were reflected by
the generation gap, population size, repair number and
the number of generation.

Figure 5 shows the results of using evolutionary path
planning without follow boundary repair, the number of
generation is 10, generation gap of 0.1 and population
size 10. Using these settings no feasible path was found.
Next, we increased the population size to 500 and the
number of generation to 20, kept generation gap the
same, and disabled follow boundary repair. Fig.6 shows
the feasible paths; however, they are neither optimal or
near optimal. Fig. 7 shows the results of experiments
where follow boundary repair was enabled, the genera-
tion gap was set to 0.1, population size was 10 and the
number of generation was 10. The optimal/near optimal
paths were evolved .
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Table 1 shows a comparison of experimental results
where follow boundary repair is either enabled or dis-
ibled, as well as the other parameter selections that in-
lude population size, the number of generation, genera-
ion gap and operator usage rates. For each environment
the hybrid evolutionary algorithm was executed 20 times
without follow boundary repair and with follow boundary
repair receptively. In Table 1, the parameters were set
up for a population size of 10, the number of generation
10, a generation gap 0.5 and operator usage rates of

(crossover, mutation, insertion and deletion) 25% . For
Table 1

each environment the first column is the result without
follow boundary repair, the second column is the result
with follow boundary repair and the last column is the
result of an optimal path. The first row is the average
fitness value. The second row is the feasibility rate. The
third row is the standard division. From the table we can
see that without follow boundary repair the evolutionary
algorithm can not guarantee to the finding of a feasible
path, such as environment 2, 3, 4, and the feasible
path rate is very low. The standard division is high. The
hybrid evolutionary algorithm always finds a feasible
path with a lower average fitness value.

Comparison of motion planning with and without follow boundary repair

Environment 1

Environment 2 Environment 3

20 Trials Each Repair(0) Repair(1) Optimal  Repair(0) Repair(1) Optimal  Repair(0) Repair(1) Optimal
Average 6800.02 5383.92 5139.22  13053.53 6966.72 6211.52  12701.17 5342.41 4455.50
Feasibility Rate 80% 100% 100% 0% 100%
Standard Deviation ~ 1013.88  418.11 1674.88  616.99 2551.45  516.57

Environment 1

Environment 2 Environment 3

20 Trials Each Repair(0) Repair(1) Optimal  Repair(0) Repair(1) Optimal  Repair(0) Repair(1) Optimal
Average 26495.60 12038.30 12038.26 10014.25 5249.68 4756.69 7175.82 5416.08 5216.35
Feasibility Rate 0% 100% 100% 75% 100%
Standard Deviation 0 0 1448.96 417.84 845.89 357.19
7 Conclusions References

In this paper, we have used the cross-line method to
represent various obstacles, follow boundary repair algo-
rithm to quickly transform infeasible paths into feasible
ones, and a hybrid evolutionary algorithm to implement
mobile robot motion planning in various environments.
We have designed and implemented hybrid evolutionary
motion planning simulation system and conducted a
number of experiments. The results show that follow
boundary repair algorithm is very effective. The cross-
line representation greatly reduces the memory require-
ment and calculation time of developing feasible path
plans. The results show that the integration of cross-line
representation, follow boundary repair, and evolutionary
computation forms a powerful and efficient paradigm for

motion planning and obstacle avoidance. These results

also demonstrate correctness, effectiveness and efficiency

of these method and algorithms. In the future we will
apply these method and algorithms to the mobile robots.
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On the basis of the technique of exact linearization,
this paper has discussed the robust control of a class of
SISO affine nonlinear systems with L -bounded distur-

bances, and corresponding robust controllers have been

obtained. In the final part of the paper, a simulation has
been carried by MATLAB and SIMLINK, which illus-
trates the correctness of the results. Clearly, the results
in the paper can further be generalized to the case of MI-
MO nonlinear systems, and the cases with more uncer-
tainties, but further research is needed.
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