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Fuzzy indirect adaptive controller for manipulator
trajectory tracking applications

WU Yu-xiang', WANG Hao', MAO Zong-yuan', TAM Peter K. S
(1. College of Automation Science & Engmneering, South Chma University of Technology , Guangzhou Guangdong 510640, China;
2 .Hong Kong Polytechnic University, Hong Kong, China)

Abstract: In order to apply the existing fuzzy control algorithm to real time control of muli-DOF robot manipulator, the
original indirect adaptive fuzzy control algorithm was extended from the SISO case to the MIMO case, a strict mathematical descrip-
tion for each step was gave and its convergence was proved. The constructed controller was further shown to have the property of
uniform ulimate boundedness (u.u.b.) and adopted for the control application of an r -link robot manipulator trajectory track-
ing. Simulated results with a 2-link revolute joint am1 with remotely driven link were presented to demonstrate its feasibility.
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1 Introduction

Control engineers have been pursuing a reliable, apph-
cable and effective nonlinear controller. A variety of plants
possess in nature parametric uncertainty or/and inaccuracy
to some extent. As a result, a control scheme based on a
“perfectly developed” mathematical model may be excel-
lent in theory but still may be far away from practical ap-
[1-3] Recent years witness exciing achievements
of fuzzy control in a number of complicated nonlinear
[a.5] Unfortunately this control methodolo-
gy, which describe the plant as one controlled by its per-
formance behavior with human languages, seems a little bit

plications

control areas

clumsy when such a complex dynamic system as robot
manipulator is to be handled. To bridge over the promi-
nent gap between the traditional mathematical model based
on control strategy and human heuristic experiences based
on control scheme, the authors intend to develop a new
fuzzy control algorithm, which will be capable of making
use of the experts’ linguistic experience to determine the
controller initial values and, at the same time, extracting
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some eigen-information (e. g. data, function) from the
mathematical models!®’ . Accordingly, a fuzzy controller
with superior performance can be formed by means of a
fuzzy inference engine. Possible controllers are discussed
but most of them remain in the field of SISO case, not
suitable for robotic systemsm . In secton 2, we break this
barrier by extending the algonthm in'" into the MIMO
case. Its convergence is then justified in section 3.

As far as robotic systems are concerned, there are sufhi-
cient systematic theories to tackle the control problems.
Most of these theories are based on “exact” mathematical
modehing schemes 7% | At present, it remains open to
search for intelligent robotic control methodologies based
on robot behavior models such as fuzzy control, neural
network controll® 1% | In section 4,2 two-link robot ma-
nipulator is used to testify the feasibility of the suggested
MIMO adaptive fuzzy control algorithm.

Currendy, the development of an applied intelligent
control strategy is far from perfect or completed. This is
also true for robot fuzzy control, which deals with either

the off-line modeling phase for the fuzzy logic system or a
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“pure” fuzzy control strategy or some slowly moving

[11~ 14]

robot up to now . Further improved possibilities are

suggested In section 5.
2 MIMO adaptive fuzzy controller

Consider the compound system by inter-connecting p
nonlinear coupling subsystenis ;

X1 = X2
xlnl:fl(xllv.“vxln];xﬂ’ Ty X, ?"';xpl’""xpnp)'*'
g](-xllv..'vx]n];x217”.vx2n ;”.;xplv ”7x,mp)ul7
Y1 = X
(1)
%21 = X2,
xln.,:fz(xllY'"’xlnl;leY” R T & )+
PR TIRCIP SR TR SRR PRI X Vg,
Y2 = X253
(2)
xpl = xp?_v
<xpnpzﬂ(xllv'"vxlnl;x?.lv'“vx2n7;"'; pl'n'vxpnp)',"
A CITRILENE TP E Z IR P R E RS ".x,mp)u ,
\Yp = Xpi13

(3)
or equivalently in compact form:

: -0 : -, ...,
= f}(xlvxlv”'vxgnl ;xzvxZV'“vxgnl : v
., -1) (n, —l)
Ty Byt o) + g,(xl.xl, eI
. ( —l) . L n 1)
Kn,Kg, ", X3 A A P a1

Y = xj(j = lv"',P),
(4)
where f;, g; are unknown continuous functions forj = 1,2,
,p.u; € Sand y; © T are the input and output of the
corresponding subsystem respectively. x, (1,3,
X j L (le,le,"',x](q"/—”) € =% is the observable sub-
systern state vector . The state vector of the compound system

is denoted as x = (&, x5, ,xT)TE R

vector, ¥ = (yl,yz, ,yp) & 5. For the system to be
controllable, it is necessary to assume that.when x <€ U C

; the output

_Ln
nVEL

R ', 1. e.,the state vector lies in some controllable re-
gion, gj(g) = 0, for j = 1,2,>*,p. Without loss of
generality, let gi(x) >0, forj = 1,2,

discussion.

*, p in the following

The first type of adaptive fuzzy controllert!”, which is
linear in its parameters, will be used in the subsequent esti-
mation of the bounds for the unknown continuous functions
for the compound system as

filx) =

i

6_/‘} El(x) = Q%g(z),

]:

&
g(x) = > 0u8(x) =

=1

1
N
wre
—
3
S’

(5)
where 0, (G*jl,e*jg,"',e*jM)T, & = (x) =
(61(x),&(x), ", Ey(x))". The foomote star * * "stand-
ing for functions f;(x),g;(x) will be discarded in the fol-
lowing discussion if no ambiguous meaning results. In addi-
tion, M is the total number of available rules in fuzzy con-
troller's rule base; 8. is the adjustable parameters; & () is
the fuzzy basis function (abbreviated as FBF) for the I-th
rule ,which in MIMO case can be defined as

H ]_]: #Fl (le)

§(x) = -5 . (6)

t

SMJ‘ ﬁ H He (xji)

I=} j=1 =1 'n

where £ 1 is the given membership function.
yi3

The control objective is: when the signals are bounded,
the system output should track the pre-defined reference I
majectory Ji.€., ¥ > ¥ul): = (FimsYam+ "2 ¥pm) €
£?. Denote the control as u = (ul,uz,"',up)T, then the
control objective can be rephrased as : obtain a feedback
control law u; = u(x 19, j)+ and parametric adaptation law
for0.;.j = 1,2,--,p, such that

1) The resultant system should be stable, i.e., for all
variables ;(¢) .6« ;and u; = w(x16.,)(j = 1,2,

t = 0), there should exist: | x()| < M, < o,
‘Qj(t)| < My and ‘uj(£|6*j)‘ < M, < o, where
M., My, M,, are pre-defined parameters by control system

,p for

designer.
2) The tracking error ¢; = y;, — ¥; should be as small as
possible under the precondition that 1) is satisfied.

‘We will now construct an adaptive fuzzy controller step by
step for the MIMO case.

Define the individual subsystem error vector as €& = (e]- .
e-j,...,e](n YT, parameter vector, k; = (kjl,kﬂ, “ k )T
p)
€ 3% so that the polynomial h;(s) = + kps + 0 4
ki,s"™' + 5% is Hurwitz (with all its roots in the left half
J
plane) .

According to the pole assignment philosophy, the equiva-
lent control component can be conveniently constructed as
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follows: termn as
1 2 : P L =- Q. 1
we = o gyl A& + v + kgl (D AP+ PA=-0 (16)
§ilx 1ty Choose the Lyapunov function for the compound sys-
Therefore the error equation for the individual subsystem is termn as
(n) _ _ -
e Kle; + [fi(x165) ~ fi(x)] + oo L, (17)
6 (x16) - g(x)]ug. (8) 2
which can be rewritten in matnx form as 1.€.
. 7 1
& =8y + b L2105 - fila) + Voz View Va4 Ve = SV, (18)
(g}(flgg]) —gj(ﬁ))uﬂ]v (9) s=1
. Therefore it follows
where system and control matrices for the error system are
0 1 000 0O v_i)v_ ‘TQ
0 o 1 0 -0 O
AJ-C = ? i E}‘lezjt[»ﬁ(Elqﬁ) - fj(_&)] +
0 0 0 0 -0 1 j=1
ko ka e s N pp [ 18y) -
- T o
b = [0 0 1]1”]' (10) g, — g(x)u,], (19)
To apply the independent decoupled control and vari- ) )
(6] - Ve = 2 Vies (20)
able structure control methodology™°-, synthesize the con- o

trol as a combination of certainty equivalent and superviso-
ry control as follows:
U, = U + Wj. (11)
This leads to the following error equation:
é =N+ é}'([fj(& 185) — fi(2) +
(g;(x10,) - g(x))u - gl (12)
Depending on the required error convergence speed for
each subsystem, the designer can determine mndividual
symmetric positive definite matrices @, € =%*", with
which the solution P; € 2" of the following Lyapunov
algebraic equation can be obtained:
ALP: + PA, = - Q). (13)
Selecting the corresponding Lyapunov function for the
individual subsystem yields

V, = 3 elPge;. (14)

By substituting the reformulated new error equation and
Lyapunov algebraic equation, we have
. 1 R
Vie = - 2 £ QJeJ + eJTPJbﬂ fJ(EIQﬁ) - fi(z) +

(éj(ﬁ‘@g) - gj(g))ujﬂ - gj(g)ujs]. (15)
Denoting

(fn)'(ﬁn)
P = diag(P‘,Pz,"',Pj) 61;) N »
. -<i Sa)
O = dlag(Ql, 027 ' 0_,) e B ” ! ’
: - L (B
= diag(A.,A0,, Q) € 27 ’ ,

and by the operation rules for block-wise matrices we can

formulate the Lyapunov equation for the compound sys-

Ve < i%_; e;l‘ojej 'E]P_}bﬂ' '»f‘j(ﬁl@ﬁ)‘*'

If,( i+ lelxl ) wl +
g () u. | - glx)u ]% (21)
For the above Lyapunov functlon s dervative to be
nonpositive,, the upper and / or lower bound(s) for f, , g;
should be made available. Thus we have the following as-
sumption .
Assumption 1  The bounds for f/(x),g/(x).
g (x),j =1,2,,p can be determined such that when
% € U, wehave | f(2) | < ff(2),1&/(2)] < g;(x)
< g/(2), where f(x) < »,g/(2) < =, g/(x) >
0,v x€ U,.
Thus we can reach the following sufficient (but not

necessarily unique) condition to make the above equalities
hold

uj =Ijsgn(ngle_)ﬁ,) L( )Hf l@ﬁ)l"'
A2 + 1 galf)u | + | g/ (2wl ],
(22)
where I; = 1 when V;, > V; (constant designated by the
designer); I; = O when V;, < V;. The function sgn( * )
is sign function. It takes on a value of “1”
variable is “0”.

Vesi

g=1

when the input

T+ Wmmm

+ f+

+‘fj'+'éjujr'+

f

g |+ | gl )] <

\g,u,cf— (
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<Gl

L o7
_1—112 JQJJ—_2£Q€- (23)

From what has already been shown above, it can be
concluded that the inequality V, < V < o is guaranteed
by means of the given control, which consists of certainty
control component and a supervisory control component
represented respectively by equations (7) and (22) . This
also justifies the synthesis of u;.

The adaptation laws for the parameters 6 and 6,; will be
discussed in the next section.

Firstly let us define the optimized parametric values as
follows :

0; = arg mm[sup‘f(x‘ﬁf)—f,(x” (24)

Q; = arg mm[bup‘g,(xm ) - g,(x)\ (25)

where {); and .Qg,
which can be pre-defined by the designer. In case of the
first type of adaptive system, we have

Q; = 10;: 19| < M, 05 = ot (26)
Qg = 105: 1051 < Mg 7} = ¢,0) = o,1.(27)

Define the minimum approximation error as
wi(x) = (x| 05)-fi(x) + (g(x]05)—gi(x))u
(28)

This value deserves the best possible estimation that we

are the constraint sets for f; and 6,

can achieve within the constraint for the cormresponding
parameter .

By rewnting the emor equation in terms of the mini-

mum approximation error as

j(£|Qf7 )‘fj(ﬁ | Qﬁ)+
gi(x]05) - gilx| 0w + w(x)],  (29)

and choosing the first type of fuzzy control system to esti-

mate j:, ) gj , the error equation becomes

é = Npe~bg(x)u+b,

= A ¢ - bigi(x)u; + baw +

bil$58(x) + $L & (2w, ], (30)
where fﬁ = Qﬁ —Qﬁ 7igj = by _Qgi' 3nd§f(£) ,§g(£)
are FBFs. Choose Lyapunov function as

P P

Lo 1
V= 5 £ Pe+__1 27“ ¢f¢f

+_J
j=1 2712

P Ba

(31)
where ¥;1, ¥ are positive constants. The derivative of the
Lyapunov function above is

V:_E[ jQ

1

+ 8(x) ePbu, — e]Pha;] +

1SS

L4
iale
I-e.

¢ [ﬁf + Y 6, ,,cEf(x)]

~
n

wl0g + ¥ ePhi £ (x)u ], (32)

.
n

where we employed the Lyapunov equation and the for-

mulae $ $5 =G4 ¢ = 0. Thus the parametric adaptation
law can be determmed as
b5 = - Ty €Ph E(2), (33)
O = - 7 €y & (). (34)

It should be noted at this point that the above parame-
ter adaptation law guarantee the parameters’ remaining
within the constraint set, which means that further modifi-
cation consideration should be made. One effective way to
achieve this end 15 by employing the projection algorithm
suggested by L.X.‘W;mgm y1. €. the values for §; and 6,
should be determined according to the following rules:

a) For i = 1,2,~+,M, suppose || < Mj and
IQﬁI < m; x Mjhold; or, IQﬁl = m; x M but 4'3JPJ bj-
956(2) = 0 holds; then

85 =~ Ya ejPhic§(x), (35)

otherwise

i (9@9&5{( )
05 =~ ¥i e;Pbh §(x) + ¥ )Py 6| 2x
=)

(36)
where m; is the dimensionality of §;.
b) Suppose a component of 0,;"s: 0, < €; and ejPb;,-
§gi(g)ujc < 0, then
egﬂ == }’12 ej J j(‘egl(x)u}(‘i (37)
otherwise (i.e.when e Pb,c £i(x)u, = 0)
O = 0. (38)
¢) Suppose a component of 9, s Ogi > €. In addi-
UOﬂ, g]z‘<M and|0l<mjx ',Or|ggjla
m; x M, but e,TP,bﬂﬁg,gg(x)u,c = 0, then
bg =~ Vi efPhic & (x) uy, (39)
otherwise
Qg/ =-ip EJTPJ'IZIC gg(f)uﬁ +
6 eTE (x)u-c
yj2 E;!-Pjéjc uz«j (40)
| 6yl

We have so far constructed the adaptive fuzzy control
algorithm in MIMO case.

3 Convergence of MIMO adaptive fuzzy
control algorithm

To facilitate the proof of convergence of the suggested
adaptive MIMO fuzzy algorithm, we cite the following
Barbalat Lemma and its corollary[15 I

Barbalat lemma If a differentiable function f(¢) is
bounded and uniformly continuous as t — @ , then f( )
—0a¢—> o,

Lyapunov-like corollary [If a scalar function
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V(x,t) satisfies the following conditions:

- V(x,t) has lower bound;

« V(x,t) is nonpositive definite;

. V(x,t) is uniformly continuous w.r.t time ¢
then V(x,t) >0ast > ®.

We now state a theorem for the MIMO adaptive fuzzy
control algorithm.

Theorem 1( Adaptive fuzzy control for MIMO case)

Consider the plant represented by (4),and apply con-
u, by (22) ,and J;,
éj by (5). The parameter vectors 95, Qg, are adjusted by

trol (11),where u is given by (7,

the adaptation law (33), (34) . Suppose Assumption 1 is
tue. Then the resulting system possesses the following

properties:
a) \Hflg_m x Mpg, l5-|< m, x M, each compo-
nent of ;' s =€ = €1 = min(e;, €2, €0, 2 1<
2V
3l G
Amin0 = min(kminl’Amin';’.’“'9kminp)i (41)
< L x4 12 ) TG
'j = ] mjx fj+ yjm + |y ( ) +
[m X Mf+ 'fU( )‘

\g,(x)\

“(m, x My + g ) (m; x Mg +

hynmu—W%1 (42)

where 4; is the minimum eigenvalue of matrix P; and ¥jm

. (n-1)
= ()’,‘m»)’jm»"',}’jmf )T-

b) For all t = O, there exists

Jlfg(r)‘zdr < a+ Ebjjt\wj(f)‘zdr, (43)
0 - o

where a , b; are constants; w; is the minimum approxima-
tion error defined by (28) .

c) If w; is absolutely integmble,i.e.,JO | (£) | *de <
o , then limlg(t)\ =

[

Proof

a) Choose Vj; = é— Q}; g;. If equation (35) holds, it

corresponds to the first case in the projection algorithm in
a) of Section 2, then one of the following two conditions
must be true;

'Qﬁi‘(Mﬁﬂﬂd‘Qﬁ'(ijMﬁ, (44)
ot \Qﬁ\: m; x Mg.
When IQﬁ’ = m; x Mj holds, substituting (35) into Vj
yields '

Vﬁ =-7i g}leljc 0_}1‘ gf(ﬁ) < 0. (45)

Hence we always have
1051 < my x M. (46)
Alternatively, if equation (36) holds, it corresponds to
the second case in the projection algorithm in (a) of
Section 2, then
Vﬂ =- 7 e, Hcé’féf( x) + leePb X

T
191 03 &) §lx) (47)

So we have proved that

|0;] < m; x Mj, V=0 (48)

Similarly we can show
1041 < mj x Mg, ¥Vt=0. (49)
Summarizing equations (37) and (38) results in the

conclusion :
04 > € > min(e(,€2,7""€p) - (50)
P

As a result of the fact that V, < 2 V., which is

ensured in Section 2:

mln(amml’kminl’n'"9Aminp) \ flz =

I
PIPTIEARES 3 'Pe =

P P
L3 Py < 230 (51)

lel < (A—Z’V—)VZ. (52)
min 0

Because € = ¥, — X, We conclude that

2V )w

|2l < faml+ lel < 2l + G-

which is (41) .
Because the estimates f (% | 05) and g;( x\ .} are the
weighted averages of each component for the parameter

vectors 0 and 0, therefore it follows
Fxl< 151 <

From equation (22) ,we have
UMMMHfWﬂ

(53)

m; X Mf]’ éj(f‘ggl) = €.
J

From equation (22) we have

| <

A+

><M | u r\"' \g, (£)well.  (54)
Combining equanons (53) and (54),we get (42).
b) From (32) and (33) ~ (40) , we obtain

V—-E[

+g] (x) eJPJbJrujs e'Pb. wj]+

=17 J=C
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r $L0:0% P r
L} :
Z: 1 eJTPJbJC l ‘ Ef(ﬁ) + V <- Z{ JQ Zl: ejpjbjcwj =
j= f J Jj=
L $uiv Og. OF AQ mino — 1 2. s 1 2
Lo+ g+ Uge - P; bw; 58
EIJZQJTPJ-IBJC TRE S (x)u, + ) el +:{ | P; bw; | (58)
r=! =g+ Integrating both end sides of formula (58) yields
p t
N a8l el (1) uy (55) J le(e)|2dr <
j=1
where 7, = 0(1) when {36) applies (when (37) 2 [ vo) | - [ vie)| ]+
applies); I = 0(1) when (39) applies ( when (40) AQ mino —
ies) « - 01 ; ‘
app#es), Iy = 0(1) whe-n (37) applies (when (38) - li‘ Pb,| j lwy(2) | %de.  (59)
applies) ; and where 0,;, is the vector formed by those ¢ min0 ~
components of (; whose values are larger than &3 0 is Defining
the vector formed by those components whose values are a —[ | v(0)]| - SuE)| Vi1,
equal to ¢;. In addition, ¢, = Ogr — Ogiv P = O AQ min0 =
— 0 - For§(x) . the formed vectors §;, (x) and £, x) _ _‘M

resemble 0,;, and 0, respectively.
We shall now demonstrate that each of the last three
terms in (55) is nonpositive.

The second term. The result is obvious with /;; = 0.

Now suppose I, = 1, i.e., 0] = m; x Mg and
J P b oL 05 EJ( ) < 0. By utilizing the associated defini-

tions in linear algebra,e.g. 116 we can conveniently form

the “cosine theorem” in the multidimensional case:
(E—Q)Tg:%(Iglz—lélzﬂg—élz).

(56)
where a, b € ="

Based on this relationship, we proceed as follows:
$505 = (05 - 05) 65 =
Sllg” 18- 0517 = 0
= |05 ).

Up to now, we have proved that the term containing

(‘ij‘ = ijMﬁ

IJ-I in (55) is nonpositive .

The third term. The nonpositiveness for the term con-
taining /;; can similarly be justified.

The fourth term. Based on (37),(38) and considering
the fact that $,; = Oy — 0p; = g —
clude that the term containing /;5 is nonpositive too. Thus
equation (55) reduces to
V<

=

0g < 0, we con-

r I
U 2 ) A
T = ¢ /0 ~ 2. g(x) e[Pbiaw + 2 e[Pbjw;.

=1 j=1

.\

(57)
Reconsidering equation (22) and g;(x) > 0 leads to
the conclusion: g;(x) e;Pibu; = 0, making (57) fur-

ther reduced to

(59) then becomes (43) .

) Ifw; € L,, and from (43) we know ¢ € L,. Since
we have already proved that each of the variables in the
right hand side of equation (29) is bounded, we conclude
that ¢, € L, . Applying the Barbalat Lemma and its
corollary[lﬂ(if e &€ Ly ) L, and ¢ € L,, then
llirg|g(t)| = 0) resuls in the
lim| e(r)| =

conclusion: of

4 Robot manipulator applications

The robot manipulator control problem, owing to its
strong eftect between the joints and high degree of nonlin-
earity in its dynamics, may serve as an excellent plant to
test the suggested MIMO indirect adaptive fuzzy control
scheme. We are now ready to apply the MIMO fuzzy sys-
tem developed in the previous sections to try its ability in
application to a multi-DOF robot manipulator trajectory
tracking problem .

A) Indirect adaptive fuzzy control strategy for multi-
DOF muanipulator.

The multi-DOF rigid robot manipulator dynamics can
be characterized by the following equation:

D(g)§ + C(q.¢)¢ + $(q) = v,  (60)
where ¢ is the link’s generalized coordinate; D(q) is the
inertia matrix; g(gq) is the gravity term; and t is the
generalized force applied at corresponding joints.

Choosing the state vector as x; = q;;%,,4 = Gk, k

1,2,--,n and denoting x| = (xl:"',xn)T,x]]

(%ny15""" s ¥nsn) s due to the positive definiteness of the

inertia matrix D(¢)["), equation (60) becomes
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A1 = X7,
{iﬂ=—D_](XI)[C(xI,xu)+¢(x1)]+D"(x1)z-.
(61)
u(xy) = D' (xy)r,
denoting f = = D™ W(x)[C(xy.xp) + $(x )1, we
obtain a model, which is suitable for applying the indirect

Making the transformation:

adaptive fuzzy control for the multi-DOF robot manipula-
tor. In fact, it is the standard decoupled form, or the stan-
dard form for the computed torque controll 7% .

Note that the above equation takes exactly the same
form as that obtained in Section 3 and consequently leads
to the following theorem.

Theorem 2( Robot indirect adaptive fuzzy controller)

Consider the robot system (61) . Suppose we can deter-
mine the bounds for functionsf]l-':(g),j =1, .n,ie.
| f(x) | < f/Cx), the right-hand side of which is the

polynomial of state variable, when x: = [« . 1T e
U., where f/(x) < ®,Y x € U.. Apply control
(62), embracing the certainty equivalent control uj in
(63) and supervisory control u in (64) . The estimate for
the fuzzy system Ji is given by (65) .Suppose the parame-
ter vector J; is adjusted by the adaptation law (66) ,i.e.,

U = Up + U, (62)
L, =— J?(;\Qﬁ) + 4+ Kle;, (63)

w, = Legn(ePo )L f(xl 9 ]+ () ].(64)

"

M
fj E) = _lgflfl(x) = 0f5(£)a

I=1
Qﬁ == 7 QJT'le_)jC §f(£) , (66)

then the resulted robot manipulator control system has the

(65)

following properties:
Property 1

'Qﬁ'smj'Mﬁ’(E(S

'\min() = mln('\minl"\minZ’”"

’uj(t)j =

2v
2my - Mg+ Lafl+ || L

2 e

where m; is the dimensionality of vector 05, 4, 1s the mini-

k4
min j

mum eigenvalue of matrix P;, and x
tracking trajectory .
Property 2

J;]g(t)}zdt <a+ >, J | w()|%de, V¢t =

j=1

is the required

where a , b]- are constants; and w; is the minimum approx-

imation error.

Property 3
J:\w](t)\zdz < ®©, thenlyi'm}g(l)} = 0.

If w; is absolutely integrable, i. e.,

Property 4 For arbitrary initial error state e(tg) =
eos(egstg) € 72" x 7! the system (61) is u.u.b..

Proof

Properties 1,2,3 The proof procedure is similar.

Refer to the proof of Theorem 1 in Section 3.

Property 4 Examine the j-th subsystem (located at
the j-th joint) . Suppose that the initial error state be ( e,

ty) € =2 x =!. Define the ellipsoids as
E (k) = {ng' 2eJP]e]\kE(‘0nst. >0}.

According to secton 2, we should exert supervisory
_l)whenV- >V,0re€
Ej(k),k > VJ Meanwh.lle the Lydpunov function

control { meaning 1,

L) g]TPfgj is monotonically decreasing. By the following re-

lationship for matrix eigenvalues, we have
0 <Aminj Il (1) 1?2 < e]()Pe(1) <

enPen < A H ol 2. (67)
On the other hand, supervisory control should be re-
moved ,i.e., [; = 0, when V., < Vj, i.e., ¢ €
E](T/j). In the same way,we have

0 < Amin, | () 17 < €] (1) Pe,(t) <2V,
(68)
Combining (67) and (68) leads to a bound of_qj(t) s
t € [1g, + ®):

A

max

I epo i

At e € E(k) .k > V,,

B (69)
According to section 3, when Vje > Vi,ie., ¢ -~

1s

, the denvative of the Lyapunov function

EEJT'QJQ' ;Pbjc fﬁ;(ﬁlqﬁ) - filx) - wl.

(70)
Denoting
co —mmi eQe; - ,TPJb,([f(EWﬁ) -
fj(g) —uille € Ej(ko) \intl E;(V)) 11,
where ko = B ejoPpejo,int[ E;(V;)] represents the inte-

rior of Ej( Vj) . Because the choice of the supervisory
control guarantees that V;, decreases until e, approaches the
boundary of E(V;), i.e., ¢ € Bd[Ej(V]-)]. There-
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fore the time interval for this error state transfer is calculat-
ed as

ko - V;

Co

(71)

t-ty <

Considering the fact that the time interval is zero when
Vi<V, 1i.e. ,whene; € Ej( L]) » we can generalize the
transfer time interval as follows:

ko -V,
TJ(EjO’ Ej(ko)) = { Co |
0, € € Ej(Vj).

506 EJ(Zf)vif > i/',

(72)
Considering the error states of all the subsystem error

€j» We can summarize as: the error state for plant (61)

will converge within the time interval not longer than
Al

T(eq, E( 2 ko) = J=rrl1.z_1_)_c"f T( )} to the set bound-

j=lL,n

ed by d(eg) = E df(ﬁjo)-
j:l."'.ﬂ

B) Simulation tral
To verify the feasibility of the suggested control
scheme, we take a two-link manipulator with remote
drive!” for simulation trial. The mechanism is character-
ized by an independent remote driving motor for the
second link, which simplifies the model of the whole sys-
tem without loss of inter-coupling effect between its two
revolute joints. The joint variables are selected as in Fig.
1. The corresponding dynamic equations are
dupy + dpps + cups + $ = 71,
dippi + dnps + cippt + $2 = 2,
dy = mB + myl} + 1,
dip = mylilgcos(py — py),
dy = dpdp = myl% + I,
et = = myplilgsin(p, - py),
mzlllczsiﬂ(Pz - Pl),
(myl, + myl;)geospy,

€112
%)
$; = mylogcosp,.
where the angles in work space of links 1 and 2 are re-
spectively py, p,; the exerted torques are 7|, 7,3 gravity
terms are $,, $,; d; is Chostoffel symbol, where | = 1,
2;7 = 1,2,k = 1,217,

y

o0 x

Fig.1 Joint variable selection scheme

The physical parameters used in the simulation are
given in Table [.

Table 1 Gravity acceleration g = 9.8 m/s?
center of moment of

link ~mass  length mass inertia
mi/kg Li/m 1, /m I /kgom?

32 0.5 172 19.48

2 6 0.4 12 18.55

Suppose the required tracking trajectory is ¢ = ¢% =
I

305inl(rad),l € [0,n]. We divide the variable uni-

n o=

6,6],(i = 1,2) into 5

equally distributed fuzzy values and take Gaussian form
FBF (Fuzzy Basis Function). In order to apply parameter
adaptation a number of (625 + 625) auxiliary state vari-
ables should be selected.

The simulation is conducted by using Runge-Kutta 5
integration method with minimum step size as 0. 001
second, maximum step size as 10 seconds and accuracy as
107" radians. The actual simulation lasted for approxi-
mately 28 hours on a 586 (Pentium 100 M) personal
computer with 16 megabyte work memory. The target
simulated time interval is ¢t € [0, 1], with initial state se~

i

T
50°?% ~ 00"

The simulation results are plotted in Figs.2 ~ 7, which
show the gradual convergence tendency for the tracking
errors ( the required trajectories are plotted as dotted
lines ) .

Special attention should be given to Figs. 6 and 7,
which cause the chattering effect appearing in the resultant
torques to be exerted at individual joint. The control chat-
tering amplitude is mainly due to the discontinuity of the
supervisory part, which, in the robot manipulator case, is
obviously harmful because it may excite the unwanted un-

modelled dynamics. This has to be alleviated if not to say
removed.

verse of discourse ¢; € [ -

lected as xg = [ -

0.15
0.1
0.05
=
£ 0
5
~0.05

_01..

=0.15

t/'s

Fig. 2 Angle trajectory at link 1
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0.2
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Fig.5 Velocity trajectory at link 2
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Fig. 6 Torque at link 1
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Fig. 7 Torque at link 2

5 Conclusion

In this paper we discuss the expansion of indirect adap-
tive fuzzy control algorithm from its original SISO case in-
to MIMO case, the construction of the controller and its
control algorithm convergence, with simulations on digital
computer for a multi-DOF robot mamipulator trajectory
tracking application,

From the simulated results we may take heed of the po-
tential harmfulness arising from the chatering control
torques (see for example Figs.6 and 7) . This can possibly
be alleviated by employing the achievement made in the
relevant literature (6]
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