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Chaos optimization algorithm design for fuzzy neural network
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Abstract: An optimization algorithm design based on chaotic variable is proposed for multilayer fuzzy neural network. Off-
line optimization uses chaos algorithm and chaos variables are applied to search for network structure and parameters, in which the
network is in dynamic chaos state. An approximate optimal network structure and parameters are found from dynamic network
according to performance index. On-line optimization uses gradient descent algorithm and the initial values of gradient descent
searching are parameters approximately global' optimal values from chaos searching, the parameters of fuzzy neural network are fur-
ther adjusted. The global optimal values of network are searched quickly by means of combination of chaos global searching and gra-
dient descent local searching. Finally, second order delay system is simulated, and the results show that the chaos optimal control is of
high precision, small overshoot, fast response and good robustness.
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1 Introduction

Fuzzy neural networks (FNN) have integrated fuzzy
logic inference capability of fuzzy systems and adaptive
capability of neural networks, it inherits the advantages of
both and has drawn the attention and wide research of
many researchers' 2! . To seek an optimal FNN, a number
of exact methods have been proposed so far to deal with
the combinatorial optimization problems, such as BP
algorithm, gradient descent method, and so on, but they
have disadvantages of slow convergence and the tendency
to become trapped in local minimum if initial values are
not suitably selected. Simulate annealing method has been
widely applied to various optimization problems toot),
but it requires subtle adjustment of parameters in the
annealing schedule such as the size of the temperature steps
during annealing, the temperature range, the number of
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re-starts and re-direction of the search, etc. It is very
difficult to design a detailed optimal FINN system with the
methods mentioned above.

Chaos optimization method has many advantages. It can
search approximate global optimal solution'*), but if chaos
optimization is adopted selely, the leaming speed from
approximate global optimal solution to global optimal
solution is slow. as compared with gradient descent
method. In view of convergence rate and convergence
accuracy, a two-phase optimization scheme is proposed in
the paper. In phase one, chaos off-line optimization
scheme is used for global optimization parameters of
membership function and weights as well as the structure
of FNN, and gets an approximate global optimal FNN. In
phase two, gradient descent on-line optimization scheme is
used to locally adjusting FNN’s parameters for desired
outputs, which can converge quickly to global optimal
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value.
2 Fuzzy neural network controller

First, an initial form of the FNN is constructed, for
simplicity , we suppose that the network has four layers, the
structure of FNN is shown in Fig. 1.

Fig. 1

Structure of fuzzy neural network
Layer | ~ Il realize “ifthen” rule of fuzzy control, the
Layer [V realizes defuzzification computation, each layer

performing one stage of the fuzzy inference process is
described as follows: .

Layer ] is the input layer in which the nodes transmit
input values directly to the corresponding nodes of the
next layer without any computation. The number of nodes
in Layer | equals that of the normalized input variables,
the input and output are shown as follows:

0" = x; = e or ec, xE€[-1,1], i = 1,2.

(2.1)

Layer Il is membership function layer in which each
node represents a fuzzy subset of varables T(x;)(i =
1,2), i.e.NL,Z or PS, the total number of nodes in this
layer is S = T(x;) + T(x,), the output of each node
simulates Gaussian function as membership function as

follows:
2
01‘2 = #F,i =
exp[ i (PO _ 9ij)2] )
(x; - (9ij)2
exp _—_—,2— ’ i = 1’27“'78’ (22)
g

j
where 0; and o;; are center and width of the membership
function of the jth term in the ith input, respectively,
while (-1 <8 <1),(0< 0 <1).

Layer [ll is fuzzy rule layer in which the links are used
for performing antecedent matching of fuzzy logic rules.
The total number of nodes in Layer [l equals the number

of fuzzy control regulation,i.e. F = T(x;) x T(x;),
each node represents a fuzzy logic rule as follows:
2 -
0 = Hw§3)0§2) =
ﬂF(xl)'ﬂF(xZ)’ k= 1’2""’F- (2-3)

Layer [V is defuzzification layer in which all of the rule
nodes are linked with output, the number of nodes equal
the number of output
normalized, and they are represented as follows:

0¥ = g =
Sufp09 ST, ()
>0 2l w7
x; — 6U 2
S

SUTMNEEY

oWel-1,1],1=1,

variables that have been

’

(2.4)
the link weights equal to 1 except for layer (IV).

3 Optimization design method of FNN

The process of optimal design consists of chaos off-line
optimization and gradient descent on-line optimization,
which is discussed in the following section.

3.1 Chaos off-line optimize structure and
parameters of the networks

From Fig.1, the FNN structure discussed above shows
that the parameters of FNN will realize optimization after
modification of the centers and widths of Layer [I and the
link weights of Layer IV . The total number of parameters
of centers §; and widths o;; in Layer [l are2S, and that of
weights parameters of Layer IV are F, therefore, the total
number of parameters to be optimized should be

M =28+ F =
2(T(xy) + T(x)) + T(x;) x T(x). (3.1)
0,0 and w could satisfy constraint condition
-1<08, w<landO < o < 1. (3.2)

Because the link weights at Layer IV represent the
exastence strength of the corresponding rule, the structure
optimization modifies the links between the rule nodes
and output nodes, and the number of rule nodes. The
greatest number of rule nodes should be

Nmax = F = T(x1) x T(x,). (3.3)

As the link of rule node with weight of Layer [V is
one-one correspondences, pruning method, that is called
destructive method, is adopted to structure optimization.
Some weights of this initial network decrease little by little
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and tends to the neighborhood of zero during the learning
of weight parameters, the corresponding links are deleted
step by step since it does not affect the outputs, and
redundant nodes are deleted tool® .

When the efficient nodes are searched out from the all
of rule nodes in Eq. (3.1), redundant nodes are
eliminated but precision of system must be assured. In
view of the precision of control and simple property of
structure, the penalty factor expressing the complexity of
network structure is brought forward in performance index

as follows:
Ji = min(E + AC), (3.4)
where E=7 0G0 -y, (39
e (wi/a)z
and C = 2 v (aya)? (3.6)

=0,0.5>24>0.
a, then the node

connecting w; and w; itself are deleted, otherwise, the node

is punish item, 0.15 > «
In the learning process, if | w;| <

and w; are retained.
Consider the famous Logistic mapping
Qui1=40,(1-0Q,), n=0,1,2,--,N, Qo € (0,1),
(3.7)
where Q = (qy.,,>92.2>"""+qL,») are the numbers of
chaotic variables, L = M, N is the frequency of chaos
learning. In order that each chaos variable can map to itself
interval, mapping of chaos variables can be described as
follows:
qin = 2qin =1
(i =1,2,~,8,,8S+ F,n =1,2,,N),
(3.8)
N),
(3.9)

where ¢, are parameters of membership function’s

qj*vn = qj,n(.] = i+ 1’".7M’n = 172""

weights and center, the equation’ (3.8) can ensure
-1< (w,0) < 1,4/, are parameters of membership
function’ s width, the equation (3.9) can ensure 0 < o
< 1. Then, the chaos wvariables of mapping are
carried-wave and iterated respectively, the algorithm is as
follows:

1) The M different initial values are sampled at random
in (0,1) interval and are substituted in Eq.(3.7), each
parameter corresponds to a chaos variable.

2) Assume each variable satisfies constraint condition
(3.2),the 28 chaos variables are substituted in Eq. (3.8)
and the F chaos variables are substituted in Eq.(3.9).

3) The M chaotic variables are substituted in
Egs.(2.1) ~(2.4) and start to search for global

* % * %

approximate optimal values 8" ,6 ™" , w

4) If the nodes are found out to be connecting with

‘wl ‘< a,i € [1,n,.), then the nodes and w;

* ¥ * %

itself are deleted altogether, 6 ° ,5 ™" and residual w

are reserved.
5) According to Egs.(3.4) ~ (3.6)

performance index J;, if it coincides with the requirement

compute

condition, iteration is stopped and results are output,
otherwise, Step 3) is repeated .

The FNN is connected with system when training is
finished.
3.2 Gradient descent on-line optimization algo-

rithm

Chaotic motion has features of ergodicity, but it
requires a long time to reach the global optimal. When
global approximate optimal values have searched out with
chaotic optimization method, the network enters the
second learning phase to on-line adjust parameters with
gradient descent algorithm, the approximate global optimal
values of chaos searching are the initial values of gradient
descent searching, the system can reach global optimum
solutions quickly.

The performance index of gradient descent optimization
is as follows:

2= () = y () = 5 e(1)?, (3.10)
where e(t) is the system error.

In Eq.(2.4),let
=)

o= e - (7

Y (3.11)
b = Zl:wkla, c = Zl:a, i = ci
According to Eq.(3.10) and Eq.(3.11)
Iy 2e0)
dwy (8) Jwy
Iy(8) _ Iy(1) aa(s)
- e( ) 3wkl - e(t) aﬁ(l) awkl
i ( ab
— o) - ya(e) - PBED TE
—e(D) -y (D) -~ v a, (3.12)
aJ; de(t) Iy(e)
863 = e(t) 86 = ( ) 86 =
Iy(t) da(s) Ia(t) Ja
—e(1) 5 28(0) 96, ° —e(t)-yz(e)- a’ 26,
Wi * C— 2(xl—6'y
() - (o emby 2Oy
¢ g
wy — @, ,2a(x - 6
—e(2) - yp(2)( klc )( ( 5 ’)), (3.13)

g
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ay(t) 3u(t)
da(t) doy

—e()oyz () algit)aaj
if

- 2 xi—9i~

mux“’fbm<(3’5=
¢ o

w2l =0,

(22

~e(t)

—e(t) -

—e(t) - yr(e)(H (3.14)

where .
(1) = Iy(t)  yG+1) - y(2)
Yu Taa(e) T oalr+1) - ale)
(3.15)

parameters

The following equation shows the
adjustment by means of gradient descent algorithm
aJ, ]
Jwy
(3.16)
dJ, ]
aﬁij

(3.17)

wk[(t+1) = wkl(t)"'Awkl(t) = wk[(t)-'l]w[

0;Ct+1) = 0,;(1)+20;(1) = 0;(t) -7,

oy(t+1) =0;(t)+ Aoy (1) =o,(t) - 7;0[3i;]

(3.18)
where 7,,, 79, 7, represent the learning rate of w, 8 ,and
o respectively,and0 < 7,, 7,7, < 1.

The gradient descent algorithm is as follows:

1) 6™ ,6"" and w™" are approximate global optimal
parameters from chaos searching, they are substituted in

Eq.(3.11) as the initial values of gradient descent search-
ing.

2) According to Egs. (3.12) ~ (3.15), gradient is
computed and substituted in Egs.(3.16) ~ (3.18) to
adjust global approximate optimal values 8" ,6™" and
w .

3) Use Eq.(3.10) to calculate performance index J,,

if it coincides with the requirement condition, the

- 9‘**,0_** = O'**,
w™™ = @ " be the initial values for substituting in
Eq.(3.11) and Step 2) is repeated.

iteration stops, otherwise, let § *~

4 Simulation study

In system simulation, let T(x,) = T(x,) = 7,
therefore, the FNN is composed of the 2-14-49-1
neuron. Controlled plant is a second order system with
time-delay of the following form

Ke™ ™

G(s) = T+ Tos g 1
Initial values of each chaos variable are sampled at random
in the (0,1) interval, J* = 1072,A = 0.25,¢ =
0.05,N = 10°. Parameters of the plant are K = 5,
T) = 4,T, = 5,7 = 0.2. After off-line optimizing with
chaos algorithm, the redundant nodes are deleted, the link
weights wy,~ of Layer IV are listed in Table 1, “—
denotes that correspondent node is nonexistent, the FNN

(4.1)

is composed of the 2 — 14 — 40 ~ 1. The center parameters
0;" of Layer Il are listed in Table 2 and width
are listed in Table 3.

*
parameters o ;"

Table 1  Parameters of weight w ;"
e
ec
NL NM NS Z PS PM PL
NL 0.7870 -0.1646 0.5774 — —0.9440 0.8621 -0.6476
NM 0.1653 -0.2820 — - 0.6498 — 0.6098 -0.6259
NS -0.4107 -0.3713 0.7776 -0.1979 -0.3512 0.5183 -0.3669
Z 0.1788 — -0.1712 — -0.1792 — 0.7750
PS -0.1460 0.5921 -0.1054 — 0.0858 0.3013 0.7096
PM -0.7935 — -0.2247 -0.1019 0.5809 0.3877 0.5590
PL 0.6792 0.7996 Q.6447 — -0.6505 -0.7864 -0.9927
Table 2 Parameters of the center 6"
e -0.9950 -0.7845 -0.4135 0.0838 0.2452 0.5233 0. 8756
ec -0.8722 -0.6975 -0.2274 0.1395 0.4911 0.7413 0.9979
Table 3 Parameters of the width ¢ ;"
e 0.0077 0.1007 0. 0062 0.1102 0. 0055 0. 1003 0.1932
ec 0.2632 0.2648 0.0300 0.0007 0.1059 0.0848 0.0381
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The FNN is connected to the system after chaos
optimization, the above parameters 8" , o and wy" are
the initial values for gradient descent on-line searching.
We pick parameters 7, = 0.1, and 7, = 0.001,7, =
0.001,J; = 1073. After on-line optimizing with gradient
descent algorithm, the system can find out the global
optimal values. Compare the optimal method of the paper
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Fig. 2 Output curve of second order delay system
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with method of rule self-adjusting fuzzy controller in
literature [6], the simulation curves of systern output is
shown in Fig.2. When random disturbance are added to
the system, peak value is 0.1, the output curve of system
after chaos and gradient descent optimization is shown in
Fig.3.Change the parameters of the controlled plant and
keep other conditions unchanged, the output curves of the
system are shown in Fig.4.
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Fig. 3 Output curve under interference
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Fig. 4 Robustness test for second order system with time-delay

5 Conclusion

A new hybrid optimal scheme combining chaos
algorithm and gradient descent algorithm has been
proposed in this paper. The new scheme combines the
advantages of them, and improves the efficiency of the
chaos searching process and overcomes the gradient
descent shortcomings of slow convergence and of easy to
be trapped in local minimum. The design of FINN has the
features of global optimization. Simulation results show
that the hybrid optimal scheme is superior to the method
in [6], and this optimization method is efficient in

searching for controller parameters.
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