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摘要: 鲁棒的视频行为识别由于其复杂性成为了一项极具挑战的任务. 如何有效提取鲁棒的时空特征成为解决问题

的关键. 在本文中, 提出使用双向长短时记忆单元(Bi--LSTM)作为主要框架去捕获视频序列的双向时空特征. 首先, 为
了增强特征表达, 使用多层的卷积神经网络特征代替传统的手工特征. 多层卷积特征融合了低层形状信息和高层语义信

息, 能够捕获丰富的空间信息. 然后, 将提取到的卷积特征输入Bi--LSTM, Bi--LSTM包含两个不同方向的LSTM层. 前
向层从前向后捕获视频演变, 后向层反方向建模视频演变. 最后两个方向的演变表达融合到Softmax中, 得到最后的分

类结果. 在UCF101和HMDB51数据集上的实验结果显示本文的方法在行为识别上可以取得较好的性能.
关键词: 行为识别; 卷积神经网络; 递归神经网络; 双向递归神经网络
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Abstract: Robust action recognition in videos is a challenging task due to its complexity. To solve it, how to effectively
capture the robust spatio-temporal features becomes very important. In this paper, we propose to exploit bi-directional
long short-term memory (Bi--LSTM) model as main framework to capture bi-directional spatio-temporal features. First, in
order to boost our feature representations, the traditional hand-crafted descriptors are replaced by the extracted hierarchical
convolutional neural network features. The multiple convolutional layer features fuse the information of low level basic
shapes and high level semantic contents to get powerful spatial features. Then, the extracted convolutional features are fed
into Bi--LSTM which has two different directional LSTM layers. The forward layer captures the evolution from front to
back over video time and the backward layer models the opposite directional evolution. The two directional representations
of evolution are then fused into Softmax to get final classification result. The experiments on UCF101 and HMDB51
datasets show that our method can achieve comparable performance with the state of the art methods for action recognition.

Key words: action recognition; convolutional neural networks; recurrent neural networks; bi-directional recurrent neural
networks

1 Introduction
Action recognition[1] is one of the most active areas

due to its wide applications, such as video surveillance,
virtual reality, human-computer interaction, robotics,
etc. However, there are still some challenges.

The first challenge is the selection of powerful fea-
ture representations. In the last several decades, many
hand-crafted features are proposed. Some of them have
been proved to be able to perform very well, such as
scale-invariant feature transform[2], space time interest
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points[3] and improved dense trajectories[4]. However,
all these traditional features are sensitive to noise, and
cannot meet the actual application requirements. Re-
cently, static image classification using convolutional
neural networks (CNN)[5] has achieved great success. It
is believed that the deep learning method is able to ex-
tract the intrinsic features from large-scale training data.
Therefore, it is also an effective way to improve the fea-
ture representation when applied to action recognition.

The second challenge is how to model the dynamic
temporal structure. Simonyan et al.[1] take video action
recognition as an image classification problem by split-
ting the videos into single frames. They predict each
video by averaging the output scores of each frame.
As a result, the relationship between video frames is
ignored. Besides, some approaches may pool all the
frames into a global bag-of-word (BoW)[6] vector to
represent the video. Since these approaches heavily
rely on static features, they would inevitably lose too
much useful temporal information, leading to poor per-
formance. In order to capture the dynamic temporal in-
formation of the sequences, recurrent neural networks
(RNN)[7] is well designed to learn from the time se-
ries and has been exploited in many applications, such
as speech recognition[8] and handwriting recognition[9].
Recent papers[10–11] applied long short-term memo-
ry (LSTM) to action recognition and have achieved
cutting-edge results.

For the first challenge, we utilize hierarchical CNN
features. We extract hierarchical abstract representa-
tions from the raw input by deep learning. These rep-
resentations which fuse multiple CNN layer features,
are powerful for human activities. In order to deal with
the second challenge, we use bi-directional LSTM (Bi-
-LSTM)[12] to model the temporal revolution of actions
to capture bi-directional information of sequences. The
developed model is therefore more discriminative and
robust than single directional LSTM.

2 Related work
In this section, we give more details related to the

latest research on action recognition. We mainly focus
on two main new-emerging trends: the action recogni-
tion researches using convolutional neural networks and
recurrent neural networks.

Traditional methods focus on designing robust low-
level feature descriptor, such as histogram of gradient
(HOG)[13] and histogram of optical flow (HOF)[14].
However, these descriptors are single frame represen-
tations and can’t model the temporal evolution of video
sequence. Wang et al.[4] proposed an improved dense
trajectories (iDT) method which extracted the trajecto-
ries of interest points. Cai et al.[15] extended iDT to
multiple views. However, these traditional features are

vulnerable to noise and the room for improvement is
limited.

Inspired by the success of convolutional neural
networks on ImageNet large-scale visual recognition
challenge[5], many works have tried to process the
video sequences using the deep learning method. Si-
monyan et al.[1] proposed to use a two-stream frame-
work for action recognition. The authors utilized two
standalone convolutional networks, including spatial
stream and temporal stream. The whole framework
achieves the great improvement on action recogni-
tion comparing to traditional single stream convolu-
tional networks. Wang et al.[16] exploited trajectory-
pooled deep-convolutional descriptor (TDD) to fuse
hand-crafted features with Two-Stream network fea-
tures. However, all those methods are not capable to
capture the temporal information for action recognition.

In order to exploit temporal information, Wang et
al.[17] decomposed the action into action-lets, but it is
complex to model the body model. Haoi et al.[18] used
structural SVM to model the relationship between the
frames and predict the happening of the whole event
when observing part of it. However, these models can’t
model the revolution of video sequences effectively.
Baccouche et al.[19] proposed to use LSTM for action
recognition, but their LSTMs are based on the extracted
hand-crafted features instead of the original sequences.
Therefore this leads to lose some useful information
of original frames. Ng et al.[20] presented to capture
the motion information using LSTM in the forward
video sequences. Srivastava et al.[21] explored compo-
site LSTMs for action recognition. Unfortunately, these
methods can only model the changes of the sequences
on single direction.

Instead of designing the temporal descriptors, we
hope to model the evolution between two consecutive
sequence frames. LSTM cell can only capture the sing-
le direction changes. However, relevant to past and fu-
ture status, the information of two directions can be very
useful in successful learning. To solve this problem, we
exploit the Bi--LSTM model[12]. Besides, from low le-
vel raw input to high level semantic cells, different lay-
ers of convolutional neural networks encode different
information. For strong representation, we select fea-
tures extracted from different CNN layers and average
the scores to get the final results.

The flow chart of our proposed model is shown
in Fig.1. For input video, we execute the two-stream
framework[1]. The RGB frames and optical flow are ex-
tracted and saved by tools in advance. After collecting
the CNN features from different layers of spatial net-
work and temporal network, we feed these features into
Bi--LSTM model[12]. Finally, the spatial and temporal
scores are fused to get the classification result.
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Fig. 1 Overview of our proposed model for action recognition

3 Methods
In this section, we will introduce our action recog-

nition method. Firstly, we describe our convolution-
al neural network settings and the method of extract-
ing CNN features. Then, we introduce RNN and LS-
TM cell architecture. Finally, we show our Bi--LSTM
architecture for action recognition.
3.1 Convolutional neural networks and features

To extract strong CNN features, firstly, we need
to train a deep convolutional neural network. We set-
up the Caffe framework which is simple and effective
for deep learning. We pre-train the model on the Im-
ageNet dataset which has a large number of pictures.
Then we transfer the model to our own dataset for
fine-tuning. Because the ImageNet contains tens of
millions images, it makes the convolutional net-
works more general. We adapt the architecture similar

to two-stream ConvNets[1]. RGB frames and optical
flow of the video sequences are extracted and fed into
spatial and temporal networks respectively.

The abstracts of different CNN layers are differ-
ent according to their levels. The early layers have
more low level information, such as edge informa-
tion. The outputs of last layers are more abstract and
encode the semantic information of videos. Fig.2 is
the visualization of the different layer filters. From
the illustration, we can find that the different layers
provide different information. They trigger different
responses for the same input image. Besides, convo-
lutional layers have more space information than fully
connected layer. Hence, we choose conv3, conv5, fc7
layers as our strong fusion representation by experi-
ments discussed in Section 4. The features of conv1
and conv2 have a little generalization ability and
make no significant contribution to our results.

Fig. 2 The comparison of different convolutional layer filters. We select the first 64 filters for each layer to visualize

After extracting feature maps, we pool the feature
maps into a fixed-size vector. Assume that we get the
feature map F t

m of m-th layer at time t. The feature
map is Hf × Wf × C × T dimension, Hf is height
of feature map, Wf is width of feature map, C is the
channels of feature map (here is 512), T is the to-
tal number of video frames. We first pool the feature
maps along time domain by following formula:

Desc =
N∑
j=1

F
tj
m (x, y), (1)

where j is the pooling frames, N is the number of
temporal pooling extent. Afterwards, as in [16], we

treat each 512 dimensions channel feature as a latent
descriptor. Finally, we apply spatial pyramid max-
pooling to get fixed sized vector for each frame. For
more details, refer to Section 4.2.
3.2 Recurrent neural networks

The characteristic of recurrent neural net-
works makes it easy to model temporal sequences.
For the video sequences, current output depends on
the current input and the previous status. More gen-
erally, suppose given input sequences denoted by
x = {x1, x2, · · · , xt, · · · , xT }, where t represents tth
frame, and there are totally T frames. We get the for-
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mulation as following:

ht = σh(Wxhxt +Whhht−1 + bh), (2)

where ht denotes the output of the hidden layer at
time t, Wxh stands for the corresponding weight ma-
trices from input layer to hidden layer, Whh is the
weight matrices from hidden layer to hidden layer,
bh is the bias for the hidden layer, and σh is activa-
tion function. Finally, we can get the output through
following formulation:

yt = σy(Whoht + bo), (3)

where yt denotes the predict label of t-th sequence,
Who stands for the weight matrices from hidden layer
to output, bo is the bias for the output, σy denotes the
activation function.

The major problem of RNN is that it can only
model the short time sequences because the error gra-
dients vanish quickly as the networks become deeper.
To solve this problem, LSTM introduces three gates
to keep the status. As in Fig.3, there are 3 gates, in-
cluding input gate (it), forget gate (ft), and output
gate (ot). Where it and ot control information that
flows in or out the network, ft controls the influence
of previous sequences. Details are formulated as fol-
lows:
it=σ(Wxixt +Whiht−1 +Wcict−1 + bi),
ft=σ(Wxfxt +Whfht−1 +Wcfct−1 + bf),
ot=σ(Wxoxt +Whoht−1 +Wcoct−1 + bo),
ct=ft ⊙ ct−1+it ⊙ tanh(Wxcxt+Whcht−1+bc),
ht=ot ⊙ tanh ct.

(4)

where ct denotes the memory cell of time t, ht repre-
sents the output of hidden layer, bα denotes the bias
of α with α ∈ {i, f, c, o}, W ={Wxi,Wxo,Wxf ,Wci,
Wco,Wcf ,Whi,Who,Whf} denote the weighted pa-
rameters and are jointly learned by back propagation
through time (BPTT)[22]. For more details about LS-
TM, please read Graves’excellent paper[7].

Fig. 3 The LSTM architecture

3.3 Our Bi--LSTM architecture
Although the LSTM can capture the long time se-

ries information, it considers only one direction. That
is to say, LSTM assumes that the current frame is only
affected by previous frames, but the following frames
are also relevant to the current status. We hope to
strengthen this relationship to bi-directions. It means
that we also consider the next frame when processing
the current frame. Bi--LSTM[12] is well suitable for
this problem. Our Bi--LSTM model depicts in Fig.4.
The first layer is forward LSTM, and the second layer
is backward LSTM. The final output can be calculated
by the following formulations:

ht = αhft + βhbt ,
yt = σ(ht),

(5)

where hft represents the output of forward LSTM lay-
er which takes sequences from x1 to xT as input,
hbt stands for the output of backward LSTM which
takes sequences from xT to x1, α and β control the
importance of forward LSTM and backward LSTM
(α + β = 1), ht denotes the element-wise sum of
two single directional LSTMs at time t, σ here is
the softmax function, yt is the predict label. As Bi
--LSTM can model the bi-directional temporal struc-
ture, it can capture more structural information and
performs better than single directional LSTM.

Fig. 4 Our Bi--LSTM architecture
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4 Experiments
In this section, we first introduce our evaluation

dataset and scheme. Then we give the details of our
implementation. Finally, we report our experimental
results and compare with the state of the art methods.
4.1 Dataset

Our proposed approach for action recognition has
been evaluated on the UCF101[23] and HMDB51[24]

dataset. Both are popular and considered as bench-
marks in this area.

The UCF101 dataset contains 13,320 videos and
101 action classes. It is composed of realistic we-
b videos under unconstrained condition. It has three
split settings to separate the dataset into training and
testing videos. We test our approach on each split and
average each result to get the final results.

The HMDB51 dataset is collected from various
sources, such as movies or web videos. The dataset
is composed of 6,766 video clips organized as 51 ac-
tion classes. It is more challenging than other datasets
as it has more complex backgrounds and context en-
vironment. The dataset is also split into three train-
ing/testing split. For final results, we evaluate on each
split and get the average accuracy.
4.2 Implementation details

As the first main step, we develop our ConvNet-
s based on popular Caffe framework. We fine-tune
the networks on action recognition dataset using the
model pre-trained on ImageNet. The mini-batch is set
to 256 and momentum to 0.9. Spatial network takes
224 × 224 sized region of RGB frames as one chan-
nel input, while temporal network takes optical flow
extracted from sequences as another channel input.
After fine-tuning is done, the different layer features

are cached for further usage.
As the next step, we conduct pooling on extract-

ed convolutional features. The feature map features
are in high dimensions. Thus, temporal pooling and
spatial pooling are conducted separately. The pyra-
mid level is set to 3 for spatial pyramid max-pooling.
Such yields 21 pooling areas and 10752 dimension
features for convolution layers. For fully connected
layer, it is a 4096 dimensional vector with fixed size.
For all the chosen layers, we feed the features to Bi--
LSTM cell and then train Softmax classifiers.

In order to classify actions, Softmax is connect-
ed after Bi--LSTM. The output size of Softmax is the
number of action classes. The whole recurrent net-
work is trained by BPTT[22]. Especially, batch is set
to 64 and momentum to 0.9. The learning rate starts at
0.01. After every 20,000 iterations, the rate is divid-
ed by 10. Training converges after 50,000 iterations.
Afterwards, the test video features are fed into trained
LSTM and the score matrix will be output. As the
final step, we follow[10] to get the weighted average
value of RGB and flow through cross validation. The
weights of RGB stream and flow stream are set to 1
and 1.5 separately. It illustrates that the flow features
perform better than RGB features for dynamic action
recognition.
4.3 Experimental results

In order to choose the useful CNN layers, we
compare the results of different layers on the UCF101
dataset. Fig.5 shows that different layers have differ-
ent responses for the same input image. The early lay-
ers have more fine-grained details and the later layers
are more abstract. However, conv1 and conv2 have
much more useless noise which will make no obvious
contribution to our results.

Fig. 5 Visualization of different layers
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Next step, we conduct a quantitative analysis.
For easy and quick comparison, we down-sample the
sequence data heavily. We sample only 10 frames
from each video. The short clip provides effective
information, and reduces our experimental time and
memory space. The results illustrated in Table 1 are
conducted on spatial networks by RGB frames. From
the results, we conclude that several earlier layers
may be harmful to our results for its poor general-
ization ability.

Moreover, we explore the performance from dif-
ferent combinations of later layers. We can achieve
better results by multi-layer fusions than single layer.
It proves that the multi-layer CNN features are more
discriminative. In experiments, we get the best results
by fusing conv3, conv5, fc7 (as in Table 2).

Table 1 The performance of different single layers
on UCF101

Layer conv1 conv2 conv3 conv4 conv5 fc6 fc7

Accuracy/% 33.5 44.7 68.2 68.9 69.1 62.8 63.4

Table 2 The performance of composite
layers on UCF101

Composite layers Accuracy/%

conv3 + conv4 70.1
conv4 + conv5 69.2
conv3 + conv5 70.5
conv3 + conv5 + fc6 71.2
conv3 + conv5 + fc7 71.7

Subsequently, we compare our Bi--LSTM model
with average model and single directional LSTM
model. In average model, we directly average the
scores of Softmax to yield the final result. We use
one single LSTM layer in our LSTM model. The Bi
--LSTM model is described in Section 3.3. All three
models take extracted fc7 features as input. From re-
sults in Table 3, we can conclude that the Bi-LSTM
outperforms the average model and single directional
LSTM.

Table 3 The performance of different
model on UCF101

Model Average model LSTM Bi--LSTM

Accuracy/% 63.4 64.2 64.8

Finally, we compare the computation cost and ac-
curacy of various popular methods. Table 4 shows the
computation cost of main methods on our computer
with GPU of NVIDIA Tesla K20, 64GB memory, 6
Intel(R) Xeon(R) CPU @ 2.10GHz cores. The accu-
racy of different methods on UCF101 and HMDB51

is presented in Table 5. From these two tables, we
find that our approach outperforms iDT, two-stream
and LSTM-related methods (LRCN[10], BSS[20] and
ComLSTM[21]), which have similar computation cost
as our method. On the other hand, although TDD[16]

has similar performance as our method, it requires
longer computation time and more storage space than
ours. Because TDD is based on iDT and Two-Stream,
the computation process is much more complex than
our methods. In conclusion, our approach balances
accuracy, computation time and storage and has bet-
ter overall performance.

Table 4 The performance of different
methods on UCF101

Method
Accuracy/ Time/ Storage/

% day GB

iDT+FV[4] 85.9 15 529
Two-Stream[1] 88.0 10 81

TDD[16] 90.3 20 701
LRCN[10] 82.9 12 81

Ours 88.9 14 272

Table 5 The accuracy of different methods on
UCF101 and HMDB51 dataset

Methods UCF101/% HMDB51/%

STIP+BovW[23] 43.9 23.0
Motionlets[17] − 42.1
DT+MVSV[15] 83.5 55.9
iDT+FV[4] 85.9 57.2
iDT+HSV[11] 87.9 61.1
Two-Stream[1] 88.0 59.4
TDD[16] 90.3 63.2
LRCN[10] 82.9 −
BSS[20] 88.6 −
ComLSTM[21] 84.3 −
Our results 88.9 62.3

5 Conclusions
In this paper, we have presented a new framework

which combines hierarchical CNN features and Bi
--LSTM model to recognize human actions. In one
aspect, the hierarchical CNN features are powerful
representations of human activities. In the other as-
pect, Bi--LSTM model can effectively model the bi-
directional temporal evolution of individual actions.
The experimental results demonstrate that our method
can achieve comparable accuracy to the state of the art
methods.
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