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Abstract: The reduce-then-design approach is widely used for controller synthesis of infinite dimensional systems.
A drawback of the reduce-then-design method is the inherent loss of information due to the truncation before control
design. Moreover, the order of the model truncation is a trade-off between model accuracy and real time computation. The
stabilization of an unstable linear parabolic partial differential equation (PDE) system with both Neumann boundary control
and interior control is considered in this work. Point output measurement is available at one end of the physical domain.
A proportional state feedback is proposed for the interior control with a symmetric kernel function, and the pseudospectral
method is used to solve the stability conditions governed by the Sturm-Liouville systems. In addition, an observer is
designed using the point measurement at one end of the physical domain, and used to propose an observer - based feedback
controller for the PDE system. Both controller and observer gains are designed numerically to make the eigenvalues of the

associated Sturm-Liouville problems stable. Simulations show the effectiveness of the proposed controller.
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1 Introduction

Control of partial differential equations (PDEs) and as-
sociated numerical solutions have been widely motivated
in the process engineering (e.g., [1-4]). In [5], the dy-
namic model of the heat exchanger is given by two par-
tial differential equations that are used without spatial dis-
cretization to design the control law. In [6], the control
of a DOC (diesel oxidation catalyst) is studied which is
inherently a distributed parameter system due to its elon-
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gated geometry where a gas stream is in contact with a
spatially distributed catalyst. In [7], the authors consid-
ered the optimal control of convection-diffusion systems
modeled by parabolic PDEs with time-dependent spatial
domains for application to the crystal temperature regula-
tion problem in the Czochralski (CZ) crystal growth pro-
cess. In [8], a P-type steady-state iterative learning con-
trol (ILC) scheme is applied to the boundary control of
a class of nonlinear processes described by PDEs, which
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cover many important industrial processes such as heat ex-
changers, industrial chemical reactors, biochemical reac-
tors, and biofilters. In [9], the approximation of completely
resonant nonlinear wave systems via deterministic learning
is studied where the plants are distributed parameter sys-
tems (DPS) describing homogeneous and isotropic elastic
vibrating strings with fixed endpoints.

How to establish a bridge to connect the mathemati-
cal PDE system control and finite dimensional synthesis
tool is a quite interesting topic for both mathematicians
and engineers. The main interests in the mathematical con-
trol community focus on the fundamental problems such
as controllability, observability and optimization of dis-
tributed parameter systems using quite advanced mathe-
matical knowledge which are usually not accessible to gen-
eral practical engineers and applied sciences. In the last
decade, two main categories of approaches developed to
handle practical control problems of PDEs arising in en-
gineering practices became quite popular due to the usage
of accessible engineering mathematical tools, i.e., the iner-
tial manifold method and the backstepping technique. The
inertial manifold method uses the attractors of the dissipa-
tive parabolic PDE to split the infinite dimensional system
into fast and slow dynamics, then the controller synthesis
approaches by virtue of finite dimensional control theories
can be used (e.g., [10] and references therein). The back-
stepping has been proved as a powerful approach to PDE
control with both Neumann and Dirichlet boundary actu-
ation where explicit control laws have been proposed for
both parabolic and hyperbolic PDEs (e.g., [11] and refer-
ences therein). Additionally, extensions of adaptive control
to infinite dimensional systems (with interior or bound-
ary control mechanisms) is a very exciting research field
(e.g. [9,12—15] and references therein).

Instead of implementing the model reduction tech-
niques before control design, we follow a design-then-
reduce method in this work. We consider a proportional
type interior control for the unstable PDE system. An inte-
gral operation for the product of the proportional feedback
kernel gain and the system state is used for the PDE stabi-
lization in this paper, e.g.,

o(t) = [ kel )dy,

where f(y) is the control actuation function and k, is the
to-be-designed gain. By substituting the proposed pro-
portional control law into the unstable PDE system, we
use the variable separation method to obtain a self-adjoint
Sturm-Liouville problem associated with the closed-loop
system (i.e., the spectral conditions of the closed-loop
Cp-semigroup), which includes the to-be-designed feed-
back controller gain (e.g., kernel function). The closed-
loop Sturm-Liouville system is an integro-differential-type
two boundary value problem which does not admit an an-
alytical solution in general, and numerical methods are
necessary for its solution. Using the eigenfunctions ob-
tained from the uncontrolled Sturm-Liouville problem (rel-
evant to the boundary feedback design), we apply the
pseudospectral method to rewrite the controlled Sturm-
Liouville problem as a finite dimensional matrix eigen-

value problem, which can be equivalently considered as
a pole placement problem for PDE systems.

The spatial-temporal state information needed in the
proposed proportional control law makes it impractical
since this information is usually not available. Therefore,
an observer to estimate the spatial-temporal state informa-
tion is designed exploiting the availability of point mea-
surement at one end of the physical domain. Point mea-
surement by locating sensors at specific points of interests
in the physical domain is common and feasible in engi-
neering practice. The estimation error dynamics define
a non-self-adjoint Sturm-Liouville problem (NSASLP)!°],
which includes the to-be-designed observer gain. NSASLP
is quite common in studying the stability of fluid mechan-
ics and numerical mathematics research is still attracting
much attention. Similarly to the controller case, Galerkin
projection is used to reduce the Sturm-Liouville problem to
a pole placement problem. In this case, the eigenfunctions
obtained by solving the Sturm-Liouville problem associ-
ated with the uncontrolled error dynamics are used during
the Galerkin projection.

Sano employed output feedback in [17] to stabilize the
first order heat exchanger PDEs using Huang’s result on
the spectrum determined growth assumption. More work
along this line can be found in [18-19] and references
therein. However, the analytical study of the spectra asso-
ciated with the closed-loop Cy-semigroup is complicated.
The second-order nature of the parabolic PDE under con-
sideration in this work makes the spectral analysis even
more complex when designing the state observer based on
the boundary measurement (by duality the feedback mech-
anism is similar to that in [17]).

This work proposed a novel numerical framework
for the design of an explicit control law with a propor-
tional feedback kernel function (infinite dimensional pro-
portional control) to stabilize infinite dimensional systems.
This approach avoids PDE order truncation to synthesize a
finite dimensional controller. The best advantage of this
method can remain the violent dynamics which need to be
fed back and suppressed but carried out by high frequency
components. Although order truncation is unavoidable
while solving the controller synthesis equations (e.g., the
infinite dimensional Lyapunov equation, Sturm-Liouville
equation, and etc.), but this procedure would not neglect
the information in high frequencies of the temporal-spatial
state. In order to give a formal explantation of the benefit
of this proposed approach, we assume a state feedback Kz,
where K and x represent the feedback gain and the state,
respectively. For the reduce-then-design framework, the
state feedback formulation becomes (K* + 0K)(z* + dx),
where (-)* and 6(-) represent the finite dimensional trun-
cations and the associated truncated errors, respectively.
We realize that it is a pure numerical computing problem
for solving the controller synthesis equation (on K) and
the numerical error can be well-controlled under a pre-
defined error tolerance. However, the state is reflected by
the system which could be driven by any possible external
high frequency excitations. In another word, we can make
0K as small as possible numerically but not dz. Thus, it
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is readily to make an extension to the design-then-reduce
framework, i.e., (K* + K )z, where 6 K can be solved un-
der any given error tolerance. The observer design can be
seen as the dual formulation of the stabilization problem.
Both the controller and observer designs are formulated
as Sturm-Liouville problems that can be solved with the
pseudospectral-Galerkin method.

The paper is organized as follows. We present the
boundary control in Section 2. An infinite-dimensional in-
terior control is presented in Section 3. A simulation study
for the infinite-dimensional controller is carried out in Sec-
tion 5, where both the numerical scheme and a numerical
example are discussed. We close this paper by stating con-
clusions and future research topics in Section 6.

2 Boundary control
For the following system:

d}t = wxx + f(:z:)v(t) + )\dja
wx(oa t) =0, wx(lvt):w(t)v y(t):’(/}(Lt)a

we consider the control Lyapunov function

1 1 1
V) =gl = [l 0Pde =5 ), @)

where || - || is the usual norm in L2(0, 1), and (-, -) is the in-
ner product. We compute the time derivative of the control
Lyapunov function V' to obtain

V= [ ot = [ wlec+ F@)o) + 2] =
B)e(1) = [ v2de+ [ A2+ () fiilda.

We can find that V can be positive to make the system (1)
unstable when A is sufficient large. To enhance the nega-
tiveness of V, we can let w(t) = —ky1p(1,t), where ki
is the feedback gain. Although it may be possible to stabi-
lize the unstable system (1) without using interior control
by carefully choosing k&, high enough, in this paper we set
ky = 1 to avoid high boundary control action and follow a
combined boundary-interior control approach, i.e.,

w(t) = =y (1,1). ©)

A feedback law (3) with such simplicity on the boundary is
appreciated due to vulnerability on the physical boundary.
Since the boundary is exposed to external environments,
synthesizing complicated feedback laws is not practical
if not consider environmental noises!'>. Substituting the
feedback law (3) into (1), the PDE system becomes

{wthxuwfv,

D

“)
This is an unstable system if )\ is sufficiently large, and we
will use the interior control v to stabilize it in this work.

Remark 1  The boundary feedback law (3) has a quite
simple form although more complicated laws can be generated
by using either the weak variations approach®! or the back-
stepping techniquet'!! to achieve better performance. In this
work, we have another freedom to shape the dynamics using
the interior actuator.

3 Interior actuator: control design

We propose an interior feedback control with the fol-
lowing proportional kernel form:

o(t) = = | kv fu)ely t)dy, 5)

where the feedback gain k, is to be determined. Then, the
closed-loop system takes the form of

{ b=t — [ I @) (9)ly, )y + X,
Py (0) = (1) + (1) = 0.

Theorem 1  Given the unstable system (1) and the
boundary feedback law (3), the interior feedback (5) can
stabilize the system if the eigenvalues of the following sys-
tem satisfies p < 0:

{X"— | B @) f() X ()dy+AX =X,
X'(0)=X'(1)+ X(1) =0.

(6)

(7

Proof Using the variable separation method
(Y(z,t) = X (x)T(t)), we can rewrite the system (6) as
T _
()
X" (@)= | ke f(@) f ()X (y)dy+AX ()

X(2) =H,

with the boundary condition given by X'(0)T(t) =
[X'(1) + X(1)]T(t) = 0. Thus, we obtain the eigenvalue
problem (6) and the temporal equation 7'(t) — uT'(t) = 0
which has exponentially stable solution if p < 0.

Therefore, the stabilization problem becomes to solve
the integro-differential equation (7). Based on the feed-
back kernel function chosen in (5), we can prove that all
the eigenvalues governed by (6) are real numbers.

Theorem 2 The eigenvalues of the Sturm-
Liouville system (7) are real numbers.

Proof We introduce the operator S; associated with
(7):
S0y = 9
19)@) = 75 = [ kS @) f W)y + Ag(a),

with the domain D(S1) = {g € H?¢'(0) = ¢'(1) +
g(1) = 0} and H? = {g;9, ¢’ and g € L?(0,1)}. We
can show that S is self-adjoint, i.e., given g1, g2 € D(S1),
it satisfies (g2, S191) = (g1, S192):

(g2, S191) =
f IL%g?dx—folfol ko f () f(y)91(y)dygs(z)dz+

0 dwx

1
jo Agrgeda =

1
~91(1)g2(1) — | gighder -
1 1 1

ky fo @)1 (y)dy fo f(af)gz(w)dHfO Ag1gade =
[ gtz — ke [ F@)gr@)dz [ F)oau)dy+

1
|, Agagrde = (g1, S1g). (®)

It is known that self-adjoint operators have real eigenval-
ues.
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Therefore, the stabilization problem is to find a feed-
back gain k. such that all the eigenvalues of the operator
S1 are negative. However, the associated Sturm-Liouville
problem for feedback design can not be solved explicitly
for a general control function f(x) and numerical methods
are necessary. The Sturm—Liouville problem of (6), when
ky, =0,is

$n = Vb, $n(0) = ¢ (1) + ¢u(1) =0, n € N.
©)
We assume that the solution to (7) can be approximated

as X(x) = Z a;¢;(x), where I, is a truncation number

of the 1nﬁn1tely many basis functions provided by (9), and
a;(i =1,2,---,I.) are constants. Then, we can multiply
both sides of (7) by ¢; and integrate over [0, 1] to obtain

- Z az(bz j E al(b’ )qﬁ/ )dx _
e Z jol F(@)f(1)6i(y)d; (x)dyda +
Lo
AQML@M%@M:
I, I.
I,
; [fitilai E [f (@) (w)dea; =
Mé J ¢z (b] )dx] (10)
‘We introduce the matrix notation
Au(i,j) = &1 )(bj( ); (11)
As(i.J) = f o (12)
f f flz (¥)¢;()dydz,  (13)
Ay(i,j) = fo ¢i(z)@;(x)dz, (14)
a=[ay - ag]", (15)

and rewrite (10) to obtain the finite dimensional represen-

tation of (7):
(—A1 - A2 — kVA3 + )\A4)a = /,LA4CL. (16)

To make equation (16) have non-trivial solutions, we must
satisfy the following equation with respect to f:

det[(u — /\)A4 + A1+ As + k'VAg] =0. (17)

Therefore, the stabilization problem is to find a control
gain k, to place the roots of (17) on the left half plane
R(p) < 0).

4 Interior actuator: observer design

We can assume that the observer takes the following
form:

{ 1/31; = Px + fl@v+ )wf; + ko(z)[1(1)
$(0) = (1) + kytp(1) = 0

where k, () is the observer gain to be designed. We define
e = 1 — 1, which is governed by

et = exx + Ae — ko(x)e(1),
{ ex(0) = ex(1) = 0. (18)

We use the variable separation method (e(x,t) =
Y (z)T(t)) to obtain the Sturm-Liouville problem of (18),

Y —ko(z)Y (1) + \Y =Y,
{Y’(O) =Y'(1) =0, (19)

where v can be a complex number since the operator

Saip = L@ 4 0(1) + ()

dx?
over the domain D(S2) = {p € H?¢'(0) = ¢'(1) =
0} is non self-adjoint, i.e., {p2,Sap1) # (p1,S2¢2),
V1,02 € D(S2). We can explicitly solve the eigenvalue
problem Sy = v, v € C, when k() is a simple func-
tion, such as a constant or a harmonic function as discussed
below. However, a numerical approach is needed in the

general case.

4.1 Constant gain

If the feedback gain in the observer is a constant k,,
the Sturm-Liouville problem (19) becomes

d2

D k(1) + xpla) = vpla), 20
49 9y = 421y =

=21 =0. @1

We first check that v = X is not the eigenvalue. If v = ),
we have the solution ¢(z) = Cy2? + Coz + Cs, where
C1, Cy, C3 are constants determined by ¢’(0) = Cy = 0,
¢'(1) =2C; =0, but 9" (x) = 2C1 =0 # kop(1). Then
v # X and the general solution is given by

o(x) = Creos(Vv — Ax) + Cosin(Vv — Az) +

kop(1)
22
s @2
where C7 and Cs are constants. When C; = Cy = 0, we
have a constant solution,
—kop(1
ole) = —FPW) (23)

v—A
Then, we can find that a constant gain k, can change the
eigenvalue . The general solution (22) satisfies the bound-
ary conditions ¢'(0) = ¢'(1) = 0 where C;(# 0) and
C5(= 0) are constants to be determined by the boundary
conditions (21), i.e.,

CivVv — Asin 0 — CovVv — Acos 0 = 0,
CiVv — Asin(vv — \)—
CoVv — Acos(Vv — \) = 0.

Then, the eigenvalue v is determined by sin(v/v — A)
= 0 which is independent of k,. This is an interesting
result that shows that a constant gain &, can only change
the eigenvalue corresponding to the first constant eigen-
function. Therefore, to design an effective observer based
on the point measurement output, a gain function including
positive frequency harmonics is required.




XU Chao et al: Pseudospectral expansion-based model reduction for control and boundary observation of

No. 7

unstable parabolic partial differential equations 797

4.2 Harmonic function gain

We choose sine functions as the feedback gain, i.e.,
ko(x) = sin(nmz), n € N, then (19) becomes

d*p(x)

W ko sin(nmx)p(l) + Ap(z) = ve(x), (24)
dy dy
@(0):@( ) =0, (25)
whose solution is given by
o(z)  nmsinyVv— Az
Fop(1) V= A(w — A —n?n2)
sin(nma)
v—A—n2r?
nm cos(v/v — Ax)(cos Vv — A — cos(n))
VU= Av — X —n2a2)sin(vv — \)
(26)

when v # \, v — X\ # n?7w? and v — \ # nn. The other
cases are
- o(x) _ sin(nmzx) — 17 27
ko(1) n2m?
v=\+nr?: (28)

(,0({13) B enTr(l—a:) [enﬂ' _ (_l)n]

kop(1)  2n2m2(—1 4+ e2n)
e"™r[(=1)"e"™ — 1]  sin(nmz) (29)
2n2m2(—1 + e2nm) 2n2m2 7

v=A+nm: (30)

pla) _ O 1+ (CDreV]
kocp(l) N (1+nﬂ)r<_1 +62\/TF)_

eVnm(1=2)[(=1)"~eV"7]
(14 nm)y/nm (—1 4 e2V77) *
sin(nmx)
nr(l +nm)’
By making = 1 in (26), we can obtain the characteris-

tic equation for v (n € N, v # A\, v — XA # n?n? and
v— \#nmn):

Vv =AMy — X —n?n?)sin Vv — A+

konm[(—1)" cosvVv — A —1] = 0. (32)
We neglect the other three cases in (27)—(31), since the
eigenvalue v is positive and not of our interest. Therefore,
the eigenvalues of the operator Sy is given by o(S2) =
{v : equation (32)} N{v : v Z A}N{v :v—-X\#
nr}N{v:v—\# n?r?}. The stabilization problem is to
find a feedback gain k, such that the roots of (32) in o(Ss)
reside on the left half plane. However, this is a transcen-
dental complex equation and not always able to be solved
explicitly. Therefore, numerical computation is necessary
to solve the Sturm-Liouville problem (19) associated with
the observer design problem.

€1y}

4.3 General function gain-numerical approach
The Sturm-Liouville problem of (18), when k,(x)
=0,1s

o= —wan, Pn(0) =, (1)=0,neN. (33)

We assume that the solution to (19) can be expressed as
Y(z) ~ Z biwi(x), where I, is a truncation number

of the 1nﬁn1tely many basis functions provided by (33) and

bi(i = 1,2,---,1,) are constants. Then, we can multiply
both sides of (19) by ; and integrate over [0, 1] to obtain
- z bi; (2 () da—
Z bipi(1 f ko (z)dx =
v [ Z bipi(w); () d. (34)

We introduce the matrix notation

Bl(iﬂj) = <90i7§0j>7 (35)
Bs(i, ) = ¢i(1)ko,; (37)

1
where k, ; = jo ko(x)p;(x)dx, and rewrite (34) to obtain
the finite dimensional representation of (19):
()\Bl — BQ — Bg)b = VBlb. (38)

To ensure that equation (38) has non-trivial solution b :=
[by by --- br.]T, we require

det(()\ — V)Bl — BQ — Bg) =0. (39)
Therefore, the observer design problem is to find &,_; such
that the roots of (39) reside on the left half plane, i.e.,
R(v) < 0.
5 Simulation study
5.1 Numerical approach

The closed-loop system is governed by the following
coupled PDEs:

b=t £ (@) [ b )0 D)y M+

F@) [ kef ey, )y
et = exx + Ae — ko(x)e(1),
¥x(0) = ¥x(1) +9(1) =0,
ex(0) = ex(1) = 0.
Defining an operator

Soe = () [ kS W)y, @D

we can rewrite the closed-loop system (40) as

d (¥ (S So\ (¢
alc)-(02)() w

where the separation principle holds (see, e.g., [21]) to en-
sure closed-loop stability. For the numerical simulation,
we can use the Galerkin method to solve the closed-loop
system (40). We make the following expansion:

IN IN
PN =3 2 (t) (), e = Z&(lf)
where the basis functions {¢;}/~, and {;}¥, solve (9)
and (33), respectively. We note that the index ‘Iy’ in de-

riving the numerical scheme in this section is always cho-
sen larger than or equal to ‘I;” and ‘I,” in Section 3. Now

(40)

pi(z), (43)
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we substitute (43) into the system (40) and use Galerkin
projection to obtain

In In In
;<¢i, bj)ii=— ;@(1)%(1)%— ;< P zi—

In In
ky ; fifjzi + A 21((% bj)zi+

1
ko J, F@)e™ )y,
In In In

;<@i, Pj)éi=— ;(% Pi)eitA ;@%, Pj)Ei—

In
> wi(1)ko jei.
i=1

(44
We first solve the e-equations in (44), then substitute
In
e (x,t) = 3 €;i(t)pi(x) into the z-equations in (44)
i=1
to solve the state equations. Defining
)T

T
Z:(Z]_,ZQ,"',Z]N ) E:<€1a527"'551N) ’ (45)

Ai(i 1) =6:0)6;(1), Asin)= [ 6}(x)6(x)da,
(46)

1 r1
As(ing) = fify = || |, F@@)6iy);(2)dyda,
(47

Auliv ) = ] di(w)d;(w)da, (48)

By(i, ) =ik FG)=1; [, fw)e™ (v, )y,
(50)
we can rewrite system (44) as
dz

ALLE = _(Al +A2+kVA3_AA4)Z+‘7:(8)’

de
Bla = —(B2 — /\Bl + Bg)é‘.
(51)
Remark 2  Itis interesting to note that the closed-loop
system (51) can be rewritten in the complex domain by using

the Laplace transform (assuming the initial values are zeros):
sA1zZ=—(A1+ A2 + kvAs — NAYZ + j:, 52)
sB1& = —(By — A\Bj + B3)é,

where f is defined as the Laplace transform, i.e.,

f(s) = fooo St f(t)dt, s e C.

Then, we can obtain the characteristic equations for both the
state and observer equations

|sAs+ (A1 + Ag + kvAs — MNA4)| =0, (53)
|sB1 + B2 — AB1 + B3)| =0, 54
which become the design conditions obtained in (17) (if I =
Ix) and (39) (if I, = In), respectively.
5.2 Numerical examples

In this subsection, we assume the input function

f(z) = cos(0.862) + fn cos(9.53z),

and A = 10, where f, is a constant. We solve the Sturm-
Liouville problem (9) to obtain the first four eigenvalues
71 = 0.86, vo = 3.43, v3 = 6.44, v, = 9.53 and associ-
ated eigenfunctions

¢1(x) = cos(0.86x), ¢pa(z) = cos(3.43x),
@3(x) = cos(6.44x), d4(x) = cos(9.53x).

We solve the Sturm-Liouville problem (33) for n = 0 and
n € N: v, = nm, p,(x) = cos(v,x).

The stabilization and observer design problems are to
find k, € R, and k,(z) such that (17) and (39) have all
the roots on the left half plane, i.e., R(u) < 0, R(v) < 0.
For the feedback gain design, we choose I. = 3 and com-
pute the matrices defined in (11)—(15). The characteristic
equation (17) becomes

cop® +e1p® + eapi+c3 =0,

where the coefficients ¢;, (i = 0, 1,2, 3) are given by

co = 0.2176, (55)
1 = 0.2763k, + 5.2039, (56)
o = 9.1672k, — 54.9763, (57)
c5 = 15.0723k, — 109.9055. (58)

By using the Hurwitz stability criterion, we can obtain the
stability condition with respect to the feedback gain k. :

Ci>0(i = 2,3), c109 > cpcg = ky >5.9256.  (59)

We choose that the observer gain function takes the
form of ko (x) = a + beos(nz). Let I. = 3, then we com-
pute the matrices defined in (35)—(37). The characteristic
equation (39) becomes

dov® + dyv* 4 dov + d3 = 0, (60)
where the coefficients d;, (i = 0, 1,2, 3) are given by

do = 0.25, (61)

dy = 0.25a — 0.50b + 4.84, (62)

dy = 7.34a — 9.74b — T4.33, (63)

ds = —0.96a + 147.39b + 9.61. (64)

By using the Hurwitz stability criterion, we can obtain the
stability condition with respect to (a, b):

d; > O(’L = 1,2,3), dids > dods. (65)

For the numerical simulation, we choose Iy = 4 and
compute the matrices defined in (46)—(50):

0.43 —0.63 0.64 —0.65
—0.63 0.92 —0.95 0.95

Ar=1 064 095 098 —0.98 | (66)
—0.65 0.95 —0.98 0.99
0.16 0.62 —0.64 0.64
0.62 5.38 0.95 —0.96

A2=| 064 095 2011 1.00 | (67)
0.64 —0.96 1.00 44.62
100 fu a b 00
000 0 —a —b 00

A= 0000 |"B= 4 bool| ©®
fu 00 f2 —a —b 00
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Ay = diag{0.79,0.55,0.52,0.51}, 69) 6 Conclusions
B, = diag{1,0.5,0.5,0.5}, (70) . Sturrr}—Liou\{ille theory and nume‘rical.spectral ana-
_ lysis of differential operators are used in this work to ap-
B; = diag{0,4.93,19.74,44.41}. (71) proach the stabilization problem of an unstable parabolic
We choose PDE with constant diffusion coefficient. The stabilization

ky =12, a=12, b=0.8

to satisfy the stability conditions (59)—(65). When f;, = 0,
i.e., there is no truncation error for the input function f(x)
involved in the control design, the closed-loop dynamics
is shown in Fig.1, and the observer dynamics is shown in
Fig.2. The observer-based feedback system dynamics is
shown in Fig.3.

000

Fig. 1 Simulation of the controlled system without
observer (kv = 12)

e(x,t)

0090
Fig. 2 Simulation of the observer equation (a = 12,b = 0.8)

Y (1)

000

Fig. 3 Simulation of the controlled system with observer

mechanism includes two components: boundary (Neu-
mann) and interior controls. In addition to the case of
reaction-diffusion PDEs with constant diffusion coeffi-
cients in isotropic medias, we intend to consider the stabi-
lization problem of dynamical systems in anisotropic me-
dias, where the diffusion coefficients may vary with respect
to the spatial coordinate. This method reduces the control
synthesis for linear PDE systems to a parametric stabiliza-
tion problem for a Sturm-Liouville system, which is solved
using the finite dimensional truncation approach based on
the pseudo-spectral method. The design of a state observer
based on a boundary measurement is also approached in
this work. Analytical and numerical work is carried out for
the solution of the Sturm-Liouville system arising during
the observer design in terms of three different scenarios for
the observer gain: constant, harmonic and general gains.
The analysis concludes that it is required to have harmonic
components in the observer gains instead of pure constants.
A numerical algorithm using the pseudo-spectral method is
proposed for the observer design with general gain.
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